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Some aspects of the photochemistry
of fullerenes
Alguns aspectos da fotoquímica dos fulerenos

MÁRIO N. BERBERAN E SANTOS
CENTRO DE QUÍMICA-FÍSICA MOLECULAR, INSTITUTO SUPERIOR TÉCNICO, 1096 LISBOA CODEX, PORTUGAL

After a short overview of the fullerenes, the more
physical aspects of their photochemistry are reviewed,
with special emphasis on the polarization of the
fluorescence of C60 and C 70, and on the delayed
fluorescence of C70.

Após uma breve panorâmica da origem e presente estado

dos conhecimentos sobre os fulerenos, são apresentados
alguns aspectos da sua fotoquimica, com particular relevo

para a polarização de fluorescência do C 60 e do C 70 , e

para a fluorescência retardada deste último.

1. Introduction

T he discovery of the fullerenes in 1985 by Kroto et

al. [1] immediately arose great interest.
However, it was only after their bulk synthesis in

1990 by Krãtschmer et al. [2, 3] and almost simultane-
ously by Taylor et al. [4], that the proposed molecular
structures were conclusively shown to be correct. It was
also only then that the study of the physical and chemi-
cal properties of fullerenes became possible. In this
work, and after a short overview, the physical aspects of
the photochemistry of the fullerenes will be reviewed,
with special emphasis on the work carried out at Centro
de Química-Física Molecular, 1ST.

.1 46A

r0.3 43A

r.1 41 A

,.1. se A

Figure 1 - The structures of Cb0, C70 and C76 . For comparison, typical

carbon-carbon bond length values are: 1.33 A in ethene (double bond),

1.40 A in benzene (aromatic), and 1.54 A in alkanes (single bond); In

naphthalene (see Fig. 2) carbon-carbon bond lengths take values

between 1.37 A and 1.42 A. Of the two possible IPR isomers of C 76, only

the one shown has been isolated. It is optically active, with two enantio-

meric forms.

Fullerenes are clusters composed by an even
number of trivalent (three a bonds and one it bond)
carbon atoms. They have polyhedral shape, with penta-
gonal and hexagonal faces. The three smallest stable
fullerenes are C60 , C70 and C76 (Fig.1). A large number of
higher fullerenes was also isolated and characterised,
namely C 78 , C82, C84 [5 and references therein] and,
more recently, from C86 to C104, and even C120 [6,7]. Still
higher ones, up to C460 , have been observed in mass
spectra. Much larger fullerene-like structures, either
multi- or single-walled, e.g. nanotubes, have also been
produced and are the subject of active research, see e.g.
[8,9]. Since 1990, many fullerene derivatives, mainly of
C60 and, to a minor extent, of C70 , have been synthesised
[10]. They belong to several classes [10b]: (i) exohedral
derivatives, like adducts and salts of fullerides, (ii) endo-
hedral complexes, like He@C60 and Sc 4@C82 (iii) hetero-
fullerenes, like C69N (iv) open cluster compounds, and
(v) degradation products. It is interesting to note that
the total synthesis of fullerenes remains a challenge for
chemists [11].

Among the various clusters originally observed in
the mass spectra of laser ablated graphite (C e , with
n = 24, 28, 32, 38, 40, 42, 44, 50, 60,...) only the heavier
ones correspond to the stable species present in soot
(either prepared by the Krãtschmer-Huffman method [2,
3] or simply from hydrocarbon combustion [12]) that
have been isolated and characterised (C O3 with n = 60,
70, 76, 78,....). The structure and stability of such clusters
can be partially explained on the basis of two simple
rules [5, 13a]: (i) in order to reduce angular strain, only
pentagonal and hexagonal rings are allowed, and (ii) in
order not to reduce the it-energy stabilisation, and simul-

,.1s6A
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taneously to reduce angular strain, pentagons must be
surrounded by hexagons (the so-called isolated penta-
gon rule, or IPR). Fulfilment of the first rule, together
with the celebrated Euler theorem, imply that clusters
must have an even number n of atoms and exactly 12
pentagons and (n-20)/2 hexagons [5,13a]. C, 0 , compo-
sed exclusively by pentagons, is therefore the first possi-
ble fullerene cluster. However, the smallest n for which
the 1PR is obeyed is 60, the next value being 70 [13].
This justifies why C60 and C 70 are especially abundant in
the vapour and are the smallest fullerenes to have been
isolated. Above 70, all even n are allowed by the same
rules, and above 74, several IPR isomers exist. However,
the number of observed isomers is in general much
smaller than the maximum possible. For instance, C72
and C 74 are not observed, and of the 35 IPR isomers of
C88, only 2 are known. It is suggested that this is due to
finer aspects of relative stability and to the formation
mechanism of the fullerenes [6]. For very large structu-
res, the possibility of occurrence of heptagons and addi-
tional pentagons (usually associated, the so-called
azulene or 5/7 defects) also exists [8] .

In C60 (symmetry point group lh), all carbon atoms
are equivalent, but there are two different bond lengths
(Fig. 1). In C 70 (symmetry point group D sh), there are five
classes of carbon atoms, and eight different bond lengths
(Fig. 1). In C76 (symmetry point group D 2), there are 19
classes of carbon atoms, and 30 different bonds (Fig. 1).

In fullerenes, 7c-electrons are fairly delocalized, and
a simple quantum [14] (or even classical [15]) picture
of full delocalization over a sphere is able to explain the
gross features of the electronic absorption and disper-
sion spectra of C60. Nevertheless, as show by the obser-
ved diversity of bond lengths, some single-double bond
alternancy is retained (Fig. 1), and this has important
consequences in the reactivity and regiochemistry of
these molecules [10].

2. General aspects of the photochemistry
of fullerenes

Our discussion of fullerenes will be mostly devoted
to C60 and C70 . While some of the general conclusions
probably apply to other members of the family,
photophysical and photochemical informations on the
higher fullerenes are scarce. In fact, little more is known
than their electronic absorption spectra [4, 6, 7, 16]. This
situation will undoubtedly change in the near future.

Absorption and emission

The photophysical properties of these all-carbon
molecules result from: (i) Delocalization of ro-electrons,
(ii) large number of it-electrons and, (iii) high molecu-
lar symmetry. The delocalization of the it-electrons over
a relatively large surface produces electronic absorption
spectra covering most of the visible region, with onsets

in the red (C60 , C70) or in the near infrared (C76 , C78 , ...).
The fluorescence, with negligible Stokes shift, appears
therefore in the red and infrared (C60 , C70), while for the
higher fullerenes (C 76 , C78, ...) it is expected to be loca-
ted in the infrared. Also as a consequence of extended
delocalization and large molecular size, the singlet-
triplet splitting is small [17,18], and phosphorescence
also appears in the extreme red and infrared for C 60 and
C70 . The large number of n-electrons (60, 70,...) implies a
large density of electronically excited states (Fig. 2),
leading to a continuous absorption in the UV and visi-
ble, and also to facilitated nonradiative transitions.

6

5

m

4

3

2

o

Figure 2. Comparison of the electronic state diagrams of naphthalene

(10 n-electrons) and Cnl1 (60 it-electrons). The approximate wavelengths

(in nm) of the pure electronic transitions are shown on the left. For both

molecules, only the first triplet (T 1 ) is shown. For C60, only the T15 states

are shown for energies above 3.3 eV. Note the much higher density of

states of C 60 , as well as the much smaller singlet-triplet gap of this

compound. The ionization energies of naphthalene and C, are, respec-

tively, 8.1 eV and 7.6 eV.

Finally, the high molecular symmetry restricts the
number of allowed electronic transitions, rendering for
example forbidden the S t -S0 radiative transition. In this
way, the absorption spectra of both C b0 and C 70 show
weak bands in the visible (%.m. - 540 nm, sm.= 710 M -1

cm -1 , for C60 , and kmax - 470 nm, E. — 14500 M - lcm 1

for C 70) but more intense ones in the violet and UV

(Emax —
 105 M- lcm 1 ) [2, 19-21]. Their solutions display a

wide variety of beautiful colours, ranging from the
"exquisitely delicate magenta" [22] of C 60 , to the orange-
red of C70 , and to the bright yellow-green of C f6 [16]. A
thorough study of the colours of C 60 solutions is given in

4
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[23]. The high molecular symmetry is also responsible
for a Jahn-Teller distortion in the emissive (S I and T 1 )
states, for intrinsically low values of the polarization of
the luminescence (C60 , C70), and for a relatively large
spin-orbit coupling [24].

Excited state dynamics

For a discussion of the excited state dynamics of
the fullerenes, we refer to the so-called Jablonski
diagram, Figure 3. Some important photophysical para-
meters are given in Table 1. Owing to the small singlet-
triplet gap, and to the forbidden nature of the radiative
S 1 ^S0 process (fluorescence), the dominant S t decay
process for C60 and C70 (and, in all likeliness, for at least
the most symmetric higher fullerenes) is the S 1 -T,
intersystem crossing [17, 18]. Indeed, the quantum yield
of triplet formation is almost unity in both cases. The
fluorescence lifetime is quite short for both molecules,
and is almost equal to the inverse of the S 1 -oT, inters-
ystem crossing rate constant. This process is much faster
than in typical aromatic hydrocarbons. Because it is not
activated, the lifetimes and quantum yields are insensi-
tive to temperature. Consistent with the forbidden
nature of the radiative process, the fluorescence radia-
tive lifetimes are of the order of 1 microsecond, that is,
3-4 orders of magnitude higher than the actual lifetimes.
The quantum yields of fluorescence are therefore small.
However, as will be discussed below, in certain favoura-
ble conditions, the effective fluorescence quantum yield
of C70 may increase 10 to 100-fold as a consequence of
the S 1 -T, back-intersystem crossing [25]. The phospho-
rescence of C60 has been only studied at or below 77 K
[26-28]. Given the variation with temperature observed
in C 70 [25], we regard as provisional the respective
values given in Table 1.

TSi 	KSC

Z
O

KT

F KF
6

 K.
O

m
<

Figure 3. Simplified diagram of the electronic states and kinetic

elementary steps after photon absorption (Jablonski diagram). As

usual, the radiative processes (S,&-S 0 absorption, S t -sS0 fluorescence

and T,—>S 0 phosphorescence) are represented by straight lines, while

the nonradiative processes (S t —)S0 internal conversion, S,—>T 1 inters-

ystem crossing, S I FT, intersystem crossing, and T,<S 0 intersystem

crossing) are represented by wavy lines. It is possible that one or more

higher triplets (T2 , etc.) also lie below S,, thus participating, as interme-

diates, in the intersystem crossing process.

Table 1. Some photophysical parameters of C 60 and C70

C60 C70

1,.(S 1 -S0) / nm 648 650

X(T 1 -S0) / nm 795 750

4E, / kJ molt 34 25

TF / ns 1.1 0.65
TR / ^lS 2-6 1

43> F 2 x 104 5 x 10-1

0.994

TP / ms 0.4 50
n.a. 10-3

S, a- 1.0 =0.9

Singlet oxygen

One of the interesting aspects of both C60 and C70 is
their ability to produce singlet oxygen 0 2 ( 1 4d with
almost unit efficiency, So = 1 [17, 18, 29]. On the one
hand, their quantum yield of triplet formation is close to
unity, and the quenching of the fullerene triplet by
oxygen through triplet-triplet annihilation, is close to

3Cn* + 302 —> 1 C„ + 1 0; (n = 60, 70)	 (1)

diffusion control. On the other hand, the reverse process
(i.e., quenching of singlet oxygen by ground state fulle-
renes) proceeds at a rate much smaller than diffusion
control [17, 30]. This fact, together with the low fluores-
cence quantum yield, makes the fullerenes very good
photosensitizers [31].

Optical limiting behaviour

Within a certain wavelength range, fullerenes
present the interesting property of an effective absorp-
tion coefficient that increases with the incident light
intensity [32, 33]. In this way, solutions or films of these
compounds respond nonlinearly to the incident light,
being more opaque to the higher intensities. This appe-
ars to occur in those spectral regions where the triplet-
triplet intrinsic absorption coefficients are considerably
higher than the corresponding singlet-singlet ones,
mainly on account of an increasing population of the
triplet state with intensity (reverse saturable absorption,
or RSA). Both the incident pulse duration and repetition
rate play an important role, because the T 1 population
evolution depends on the interplay of external excita-
tion and internal photophysical kinetics. Simplified kine-
tic models for RSA exist [34, 35]. The physical picture is
complicated by the possibility of alternative or at least
co-existing mechanisms, namely thermal lensing and

T,

S0

Rev. Port. Quito 3 (1996) 5



4

LI. 0.3

T 0.2

0.1

-0.2

nonlinear light scattering [33, 36]. Considerable effort In such a case, both reduce to the fundamental aniso-
towards applications is well underway [37]. 	 tropy ro [39], where <...> is now an average over the

3< cos2 a> -1
3. Fluorescence polarization of C60 and C70 r0 = 0.4 (4)

2

The linear polarization of the fluorescence emitted
at a right angle with the excitation direction is conveni-
ently measured by the quantity anisotropy, r [38],where

I11-11
r-

[^^+21 1

I n is the intensity of the fluorescence with vertical polari-
zation and I is the intensity of the fluorescence with
horizontal polarization, the excitation being made with
vertically polarized light (Fig. 4). For a ground state
isotropic distribution of molecules, the fluorescence

Figure 4. Isotropic sample excited with vertically polarized light. The

fluorescence emitted in the plane perpendicular to the polarisation

direction of the excitation may be decomposed in vertically polarized

(parallel, l) and horizontally polarized (perpendicular, I 1) components.

anisotropy is a direct measure of the angular correlation
between the (one-photon) absorption and the emission
transition dipoles [39]

3 < cos2 a > (t) - 1
(3)

2

angular distribution within the molecular framework.
Upper and lower bounds for the fundamental aniso-
tropy are 0.4 (collinear absorption and emission) and -
0.2 (orthogonal absorption and emission).

If three mutually perpendicular axes are defined with
respect to the molecular framework (molecular frame),
these three axes are frequently non-equivalent from the
symmetry point of view. In that case, the angle a is unique
for a given pair of excitation and emission wavelengths; In
particular it is zero for excitation at the 0-0 band of S 1 ,
provided the emitting S t retains the Franck-Condon
geometry. Hence, the fundamental anisotropy takes its
maximum value, 0.4, when exciting at the S 1 0-0 band.

However, if two of the axes of the molecular frame
are equivalent, x and y say, and if the absorption and
the (several equivalent) emission transition moments
occur in the xy plane, then the fundamental anisotropy
will have as a maximum value only 0.1 [40, 41]. This
was conclusively shown to be the case for benzene
(ground state symmetry point group D 6h) and tripheny-
lene (ground state point group D 3h) [40-42].

For the even more symmetrical molecules belon-
ging to the tetrahedral, octahedral and icosahedral point
groups, where the x, y and z axes are equivalent, the
possibility of intrinsically unpolarized fluorescence arises.

(2)

r(t) =0.4

380
	

480
	

580
	

680

Wavelength/nn,

where a is the angle between absorption and emission
transition dipoles and < > denotes the ensemble
average which is in general a function of time.

If rotation and energy migration do not occur
within the excited state lifetime, the anisotropy in
response to excitation by a S(t) pulse is constant in time
and identical to that obtained for steady-state excitation.

Figure 5. Electronic absorption spectrum (top) and excitation polariza-

tion (bottom) of 2x104 M Cw in toluene-ethanol (10:1) glass at 140 K.

Owing to weakness of the fluorescence, the measured anisotropy

departs from zero in regions B and D, where stray light (B, D) and polari-

zed Raman scattering from toluene (D) have comparable intensity [50].

6
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An interesting candidate would be the C60 molecule,
that belongs to the icosahedral (I h) point group, as convin-
cingly shown by its 13C-NMR [4, 43], IR absorption [3, 44],
and vibrational Raman [44] spectra. The discovery of C60
weak fluorescence [45-48], prompted us to investigate its
fundamental polarization, predicted some years before to
be nil [49]. It was indeed found that the fluorescence of
C60 had negligible polarization when measured in low
temperature, optically transparent rigid organic glasses
(Figures 5, 6 and 7) [50, 51]. It was thus concluded that
the fluorescence is intrinsically unpolarized, as expected
on theoretical grounds. C60 is probably the first molecule
to display intrinsically unpolarized fluorescence.

ii	 11Ii	 I
	

I

46	 197	 348	 498	 549	 800

channel number

Figure 6. Fluorescence decay of Cho in a methylcyclohexane-toluene

(7:2) glass at 110 K, obtained with the picosecond laser system of CQFM

[51]. [Coll] = 8 x 10-' M. Excitation and emission wavelengths were 595

nm and 690 nm. The time scale was 2.77 ps/channel. The Raman scatte-

ring can be seen as a first peak in the decay (the possibility that it was

due to excitation scattered light is ruled out by its emission wavelength

dependence and because a cut-off filter was used). The decay is well

fitted (reduced chi-squared = 1.21, random residuals and negligible

autocorrelation) by a sum of three exponentials, one of which, of zero

lifetime, accounts for the Raman scattering, the other two having t 1 =

1.09 ns (a 1 = 1.25) and t, = 0.10 ns (a., = -0.25). The 100 ps component is

only observed at low temperature.

From the point of view of symmetry, C70 is again an
interesting molecule. The molecule is known to belong
to the Dsh point group, thus having two equivalent axes
(x and y). The electronic transition moment for S 1 –S0

may in principle occur either along the z-axis or in the
xy-plane. In the first case, the fundamental anisotropy of
C70 may take values between 0.4 and -0.2, depending on
the excitation wavelength. In the second case, the
fundamental anisotropy of C 70 may take values only
between 0.1 and -0.2, depending on the excitation wave-
length. As mentioned above, cases where 0.1 is the
maximum allowed value are known for planar molecu-
les belonging to the Doh point groups (n ? 3). In these,
however, anisotropy values cannot be different from 0.1,
because all singlet-singlet one-photon transitions are in-

0,2
201	 401

	
801	 801

channel

Figure 7. Experimental fluorescence anisotropy decay of Coo in a

methylcyclohexane-toluene (7:2) glass at 110 K, obtained with the pico-

second laser system of CQFM [511. [C 6o] = 8 x 10' M. Excitation and

emission wavelengths were 595 nm and 690 nm. The time scale was

2.77 ps/channel. It is seen that, after the impulse duration (FWHM = 35

ps, or 13 channels), the anisotropy has a nearly constant value very

close to zero (0.001 ± 0.005). Note that the Raman scattering, being

much faster than fluorescence, does not affect the results, that fall into

region D of the steady-state experiment (Fig. 5).

plane, whereas in C70 out-of-plane ones (i.e. along the z-
axis) are also possible. The only available theoretical
calculation on the polarization of the electronic transiti-
ons of C f0 [52], predicts the electronic transition moment
for S t - S0 to be in the xy-plane. Our experimental results
[51] support such a conclusion (Fig. 8): The anisotropy
is never above 0.1, even when close to the

excitation wavelength hen)

Figure 8. (a) Steady-state anisotropy of C 70 in a methylcyclohexane-tolu-

ene (7:2) glass at 110 K, and, (b) Absorption spectrum of C 70 a

methylcyclohexane-toluene (7:2) glass at room temperature, both as a

function of the excitation wavelength. [C 70 ] = 7 x 10' M. The small oscil-

lations observed in (a) are due to noise.

absorption on-set. The first electronic transition of C70 is
thus polarized in the xy plane, in agreement with the
calculations by the tight-binding model [52]. It can also
be seen in Fig. 8 that the anisotropy attains a minimum
at ca. 380 nm. This minimum, close to -0.2, coincides
with the peak wavelength (378 nm) of a strong absorp-
tion band that is therefore z-polarized.
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4. Delayed fluorescence of 
C70

Molecular fluorescence is almost always the result

of a two-step process: a transition from the ground state

to an electronically excited state (absorption) followed

by a transition from the same excited state (or another

one of lower energy, after fast relaxation) to the ground

state (prompt fluorescence, PF), see Figure 3. For the

common case of closed-shell molecules, the states invol-

ved in the last step are S0 (ground singlet state) and

usually S 1 (first excited singlet). However, fluorescence

can also occur by a more complicated route, via the

triplet manifold: after excitation, and once attained S I ,

there is an intersystem crossing to the triplet manifold

(triplet state T i ), and then, after vibrational thermaliza-

tion, a second intersystem crossing back to S i , followed

by emission proper (Figure 3). This second type of fluo-

rescence, called thermally activated delayed fluorescence

(TDF), is significant only if the two following conditions

are met: (i) reasonably high probability of S 1 -T, inters-

ystem crossing, i.e., high quantum yield of triplet forma-

tion 'T where

^7 -	 ^SC

 kkkF +k^+ l
SC

(5)

and, (ii) reasonably high probability ofsubsequent

S I F-7 1 back intersystem crossing, i.e., high quantum

yield of singlet formation, (Ds , which by analogy with Eq.

5 is defined kT

ISC

k 1, +kc +k Isc

is the fraction of triplets whose total internal energy

(electronic + vibrational) is equal or larger than the

electronic energy of S i . Therefore, TDF is only possible

for molecules with small REST and even then at not too

low temperatures.

Although known for many years [53 and references

therein], the phenomenon of TDF remains extremely

rare. In most of the cases studied, including the classic

one, eosin [53], it is exceedingly weak, in the sense that

TDF «OFF'
The known photophysical properties of C 70 ,

namely the quantum yield of triplet formation close to

one [18, 29, 55, 56], the small S, - T i gap [18, 27, 57, 58]

and the long intrinsic phosphorescence lifetime [57-60],

all favour TDF for this molecule.

In fact, we have observed exceptionally strong TDF

(TDF » cl3PF) for C70 dissolved in degassed liquid and

solid paraffin [25]. The same study disclosed an intri-

guing variation of the phosphorescence spectrum with

temperature, and enabled the revision of the published

values of AEsT and of OT , the last one obtained with

unprecedented precision from a new kinetic analysis.

The luminescence spectrum of C 70 in paraffin is

shown in Figure 9. It consists of a high energy system,

fluorescence (630 nm - 750 nm), and a low energy

system, phosphorescence (>750 nm). A Parker plot (i.e.,

ln(l DF / I F) vs. 1/T, where I F is the phosphorescence inten-

sity) of 10-5 M degassed solutions of C70 , from -59°C to

5°C, gives a straight line, from whose slope one obtains

AEST = 26 ±1 kJ/mol. On the other hand, for degassed

solutions and temperatures above -20°C, DF is much

stronger than PF (Figure 10; at the highest recorded

temperature, 70°C, it is 50 times stronger). Using the new

method of analysis described in [25], for temperatures

from -20°C to 70°C, one obtains a singlet-triplet gap of41s-
(6)

In fact, it follows from the kinetic model depicted

in Figure 3 that the steady-state intensities ratio of dela-

yed fluorescence (DF) to prompt fluorescence (PF) is

given by

l PF	 CDPF
	- 1 (7)

'DE 	TDF 1

From the theory of nonradiative transitions, it is

known that high values of kisc are favoured by a small

AEsT (S i - T i gap). The same holds a fortiori for k isc,

because it is approximately given by [53, 54]

	_¡ AEsT 1	 (8)

kT - k isc 
exp 	 JRT

where —k T is the average rate constant for the adiabatic

S i -# T 1 intersystem crossing, and the exponential factor

0 	
600

Wavelength Inml

Figure 9. Luminescence spectrum of C711 dissolved in paraffin, at -30 °C.

[C i11 ] = 2.5 x 10 5 M. Excitation and emission slits were 18 nm and 2 nm,

respectively. The fluorescence spans the range 630 nm - 750 nm. The

fluorescence band at 642 nm appears to be a hot band. The phospho-

rescence begins at ca. 750 nm, and extends further to the infrared (not

shown).

700	 800 900
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Figure 10. Low resolution fluorescence spectra of a 1.4x10' M solution of

C70 in liquid paraffin. Degassed solution at 23 °C, 50 °C, and 70 °C. The

intensity of the non degassed solution is independent of temperature, and

is entirely due to prompt fluorescence. The rise with temperature obser-

ved in the degassed solutions results from the increasing contribution of

delayed fluorescence to the total intensity. Emission slits were 9 nm.

25 ±1 kJ/mol, in good agreement with the value recove-
red from the Parker plot. From the accepted spectrosco-
pic assignment of 652 nm as the 0-0 band of the fluores-
cence [58, 61], the determined range of values of AE sT
(24 kJ/mol - 27 kJ/mol) places the 0-0 band of the phos-
phorescence in the range 750 nm - 765 nm. The phos-
phorescence spectrum recorded at -85 °C, where dela-
yed fluorescence is negligible, has indeed its on-set at
ca. 750 nm (Fig. 11). Careful examination of the

Figure 11. Phosphorescence spectrum of C70 in solid paraffin at -85°C.

The residual delayed fluorescence is seen as two very weak bands on

the left. Time delay: 10 ms.

room temperature luminescence spectrum of a degas-
sed solution (dominated by delayed fluorescence, Fig.
12) shows again a weak shoulder at 776 nm and weak
bands at 791 nm and 830 nm, making very likely that
the phosphorescence spectrum does not change signifi-
cantly for temperatures higher than at least -85 °C.
Previous studies of the phosphorescence spectrum [26,
27, 46, 57, 58] have not explored the temperature region
above 77 K and, as a consequence, the high energy
bands were not observed. This occurs because on
cooling down to ca. 77 K or less, and thus well below
the temperature region where significant TDF is obser-

Figure 12. Luminescence of a 10 5 M degassed solution of C70 in liquid

paraffin, at room temperature. The phosphorescence barely emerges

from the fluorescence tail.

ved, the high energy system of bands looses intensity,
and the first noticeable band of the phosphorescence
spectrum appears at 788 nm (77 K), or even at 806 nm
(methylcyclohexane at 10 K) [58]. This peculiar behavi-
our could be due to solid matrix effects [10].

The data analysis performed according to the new
method also yields k 1 , '10 7 s-1 .   This value is to be compa-
red with that of the direct intersystem crossing, kiss = 2 x
109 s 1 , which is simply computed as the inverse of the
fluorescence lifetime (ca. 650 ps). The difference between
the two rate constants does not appear unreasonable, in
view of the much higher density of final states expected
for the direct intersystem crossing case.

A quantum yield of triplet formation CDT = 0.994 ±
0.001, is also obtained. This value is to be compared with
the published ones, obtained by more sophisticated
techniques [18, 29, 55, 56], 0.76 ± 0.15, 0.97 ± 0.03, 1 ±
0.15, and 0.90 ± 0.15, and is believed to be substantially
more accurate, especially as a lower bound. Using the
determined value of (I) T and Eq. 7, one obtains

for the high temperature limit (Os = 1), that (  'DO  )

lPF
= 166. In this way, the global fluorescence quantum
yield (c13F = (13PF + CI)DF) of C70 can in principle be 167
times higher than that of prompt fluorescence, and thus
attain the very respectable value of 167 x 5 x 10—t = 0.08.

5. Concluding remarks

The chemistry and photochemistry of fullerenes
and derivatives is an area in great expansion, and with
almost unlimited possibilities, given the diversity of
structures covered. As regards applications, it also offers
great promise.
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Molecular Basis for the Structure
and Function of the Xanthine Family
of Molybdenum Enzymes
Estrutura e Função das Enzimas de Molibdénio
Pertencentes à Família da Oxidase da Xantina

MARIA JOÃO ROMÃO
INSTITUFODETECNOLO(II,A011VIIC,AFL'It)1,i 1t 1 A.A1'1I27.'7'1 í171L\S.mdINSTITl1T0 SUPERIOR TÉCNICO, DEP. QUÍMICA, 1096 LISBOA CODEX, PORTUGAL

This work is based on the X-ray crystallographic analysis

of the aldehyde oxido-reductase from Desulfovibrio(D.)
gigas, a member of the xanthine oxidase family. Its crystal

structure is described and comparisons are made with

spectroscopic and kinetic studies from the literature. A

main emphasis is put on the recent achievements which

have contributed towards the understanding of the

structure and function of the xanthine oxidase family of

molybde, num enzymes - the hydroxylases. Specific

mechanistic implications of the crystal structure of the D.

gigas enzyme are discussed in relation to the xanthine

oxidase family of enzymes.

Este trabalho baseia-se na análise cristalográfica da
oxido-reductase do aldeído de Desulfovibrio(D.) gigas,
uma enzima pertencente à família das oxidases da
xantina. Após uma descrição da respectiva estrutura
cristalina, são feitas comparações com estudos
espectroscópicos e cinéticos da literatura, colocando-se
uma ênfase particular nas contribuições mais recentes
para a compreensão da estrutura e função das
hidroxilases de molibdénio. As implicações
mecanisticas específicas da estrutura cristalina são
discutidas no contexto das enzimas do tipo da
oxidase da xantina.

Abbreviations

D. - Desulfovibrio
FAD - flavin adenin dinucleotide

Mop - aldehyde oxido-reductase from Desulfovibrio
gigas

MPT - mononucleotide form of molybdopterin

MCD - molybdopterin cytosine dinucleotide

MGD - molybdopterin guanine dinucleotide

MAD - molybdopterin adenine dinucleotide

MHD - molybdopterin hypoxanthine dinucleotide

XO - xanthine oxidase

Structural Biology and Chemistry are fields which

have greatly benefited and expanded in the years which

followed the discovery of X-ray diffraction in 1912 [1].

The application of X-ray Crystallography to the structu-

ral analysis of Biological Macromolecules started in the

late fifties [2, 3] and ever since is the technique which

has more deeply influenced the knowledge of the three-

dimensional structure of proteins, nucleic acids, viruses

and other macromolecules: the catalytic centers of

enzymes have been unraveled and structure-function

relationships established, with important consequences

in many domains such as the structure-based drug
design.

The present article is focused on the crystal struc-

ture of a molybdenum enzyme which belongs to the

xanthine oxidase family and is the first representative

of this group of enzymes for which a 3D structure was

determined [7, 8]. Recently, the 3D structures of

members of other classes of molybdenum hydroxyla-

ses were determined: DMSO reductases [16, 17] and

formate dehydrogenase from E. coli [69], which

however show no homology to the the XO group of

enzymes. A description of the basic principles and

methodologies used in Protein Crystallography is

beyond the scope of this article, but has been outli-

ned elsewhere [4] .
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1. Introduction

M olybdenum containing enzymes can be classi-
fied in two classes: 1-nitrogenase, which cataly-
zes the reduction of dinitrogen to ammonia,

and where molybdenum is part of an heterometal FeMo-
cofactor [9]; and 2- hydroxylases or oxotransferases,
which promote a variety of two-electron oxidation-
reduction reactions, whereby oxygen (oxo) atom trans-
fer occurs'. Molybdenum plays an essential role in the
catalysis of the oxo-transfer reaction, coupled to an elec-
tron-transfer between substrate and other cofactors,
such as Fe/S centers, hemes or flavins. Coupling of both
functions leads to a formal direct transfer of an oxygen
atom from the metal center to the substrate. Among the
molybdenum hydroxylases which are currently known,
xanthine oxidases, sulfite oxidases, nitrate reductases,
aldehyde oxidases and DMSO reductases have been
characterized in great detail (see [5] for a review).
Molybdenum oxotransferase enzymes catalyze the follo-
wing general reactions, where water has been shown to
be the source of the incorporated oxygen atom [10],
and reducing equivalents are generated [11, 12].

RH + H 2O -* ROH + 2e + 2H+ (1.1) RH = aldehyde or aromatic heterocycle

RR'E+H 20	 RR'E=0+e +2H+	 (1.2) E=N,s

Xanthine oxidase from bovine milk, due to its
ready availability, is the prototype for molybdenum
hydroxylases and has been intensively studied for the
past forty years, but many other oxomolybdenum enzy-
mes have also been investigated within the last decade.
In a recent review on molybdenum oxotransferases [5],
these enzymes have been classified into three families
on the basis of the reactions they catalyze, as well as on

the basis of the characteristics of their molybdenum
centers: (1) The xanthine oxidase family, (2) the sulfite
oxidase and assimilatory nitrate reductases family and
(3) the DMSO reductase family. This classification is
supported by amino acid homologies within these
protein families, which are found in a wide range of
organisms. The large xanthine oxidase family of enzy-
mes may be considered as the one of the true hydroxy-
lases, with the dithiolene moiety of the molybdopterin
cofactor (fac) (Figure 1) coordinated to an MoOS (H 2O)
unit. The MoOS coordination was suggested by EXAFS
experiments [12-14], but the presence of an additional
water ligand was established by crystallography [7, 8].
Members of this family have been found broadly distri-
buted within eukaryotes, prokaryotes and archaea. They
catalyze the oxidative hydroxylation of aldehydes and
aromatic heterocycles in reactions involving a C-H bond
cleavage (reaction 1.1). Sulfite oxidase and assimilatory
nitrate reductases possess a facMo02 unit, with uncer-
tainty about additional coordination positions of the
molybdenum. They have been found in eukaryotes and
catalyze a simple oxo transfer to the lone pair of sulfur
in sulfite oxidase (E=S, reaction 1.2-a) or the reverse
reaction in nitrate reductase (E=N, reaction 1.2-b). In the
DMSO reductase family, other enzymes such as the
biotin-S-oxide reductase and bacterial dissimilatory
nitrate reductases have been included, which also
follow the overall stoichiometry of reaction 1.2-b. This
family of enzymes possesses the Mo-cofactor with a
bisdithiolene coordination of the molybdenum, as
recently established by X-ray crystallography [16, 17].
These studies showed that the Mo atom is also coordina-
ted by the side chain oxygen of a serine (Ser 147). This
class of enzymes seems to be structurally more diverse
when compared to the other two, and its members have
only been found in bacteria and archaea.

The molybdenum containing hydroxylases, in
particular xanthine oxidases, have been extensively

Figure 1 - The molybdenum coordination, with metal ligand distances obtained by EXAFS for Mop [18] and for xanthine oxidase XO [13, 15], in oxidi-

zed and reduced forms.

1 There is complementary as well similarity in the chemistries of molybde-

num and tungsten, and pterincontaining tungsten enzymes have also been

isolated and characterized, primarily from hyperthermophilic Archaea [27]
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studied by a wealth of experimental techniques [5, 6]
but a detailed knowledge of these enzymes has suffered
from the lack of crystal structures for members of this
class. The aldehyde oxido-reductase from Desulfovibrio
(D.) gigas -Mop- is the first representative of this impor-
tant group of metalloproteins for which a high-resolu-
tion crystal structure is available [7, 8]. In this work we
will concentrate on the xanthine oxidase family of
molybdenum enzymes with emphasis on the crystal
structure of Mop. The functional and mechanistic impli-
cations of the Mop structure on a general catalytic
mechanism for the xanthine oxidase family of enzymes
are an important consequence of this study.

2. Brief survey of the xanthine oxidase family
of molybdenum enzymes

Molybdenum oxotransferases, in general, possess a
common Mo=O group in the metal coordination sphere,
reason why they have been called oxomolybdenum
enzymes [6]. The molybdenum hydroxylases, which
constitute the xanthine oxidase family (containing an
MoOS unit) have been assigned on the basis of their irre-
versible inhibition by cyanide which reacts with Mom,
releasing thiocyanate. Until X-ray structural data were
available for this class of enzymes, the main techniques
used to study the molybdenum coordination sphere have
been EXAFS [ 13, 14] (and [ 18] for Mop) and EPR from
the Mov species [19] (and [20, 21] for Mop). EXAFS data
have shown that the metal center in its oxidized form has
at least one oxo group with a distance Mo=O of about 1.7
A, as well as two thiolate ligands at distances of about 2.4
A (see Figure 2). This latter feature is common to all
oxomolybdenum enzymes, and is due to the coordina-
tion of molybdenum to an organic cofactor commonly
designated by "molybdopterin" (Figure 1, left). In spite of
the lability of this cofactor when isolated from the protein
matrix, its basic pterin ring structure and dithiolene side
chain were proposed on the basis of chemical and spec-
troscopic analysis of the cofactor isolated from the enzy-
mes in different modified or inactivated forms [22-26].
However, the presence of a pyran ring in the structure
was established only by crystallography for the tungsten-
containing aldehyde oxido-reductase from Pyrococcus
furiosus [27], for the aldehyde oxido-reductase from
Desulfovibrio gigas (Mop) [7] and more recently, for the
DMSO Reductases from two Rhodobacterspecies [ 16, 17].

The molybdopterin cofactor is coordinated to the
metal via its dithiolene function and may be present
either in dinucleotide forms or in the simpler mono-
phosphate form. In Mop, the cofactor is the dinucleotide
of cytosine -molybdopterin cytosine dinucleotide
(MCD) -, but in other enzymes from prokaryotic sources
is found as guanine (MGD) [28], adenine (MAD) [29] or
hypoxanthine (MHD) [29] dinucleotide. The simpler
monophosphate form (MPT), also found in some bacte-
rial enzymes, is the only form present in all known enzy-

mes from eukaryotic sources and the diversity of the
pterin cofactor within known molybdenum-containing
enzymes seems to be related to the species of origin
rather than the enzymatic function, as shown within the
xanthine oxidase family, where MPT has been found in
eukaryotic enzymes and MCD in bacterial enzymes
reported so far [5].

Members of the xanthine oxidase family show about
—25% sequence identity and 60-70% sequence similarity,
with higher conservation in segments involved in the
binding of the metal centers and redox-active sites [30].
Enzymes included in this class are either homodimers,
a2 , or dimers of heterotrimers, a 2 (32y2 . Mop, aldehyde
oxidases and eukaryotic xanthine oxidases and xanthine
dehydrogenases are organized as a 2 homodimers, with
all redox-active cofactors confined within a single poly-
peptide chain. The common folding pattern for this group
of enzymes, starts with the two [2Fe-2S] domains, follo-
wed by a flavin domain (which is absent in Mop and
replaced by an extended segment which connects two
domains- Figure 6) and finishes with two large domains
responsible for binding the molybdopterin cofactor [30].
Other groups of hydroxylases have been included in the
xanthine oxidase family of enzymes, due to analogies in
their molybdenum centers and the reactions they
catalyze: the CO dehydrogenases, the isoquinoline oxido-
reductases and nicotine dehydrogenases, all from bacte-
rial and archaeal sources (see [5] for references). They
are organized as a2f32y2 structures, where the a subunit
binds the two [2Fe-2S] centers, the (3 subunit the flavin
and the ysubunit the molybdenum cofactor.

2.!! A

II Co
 

1.68 A

S^ ^/N?

1.90 A
1.68 A

oxidized Mop (desulfo) (Mom)	 reduced Mop (desulfo) (Mo rv)

2.15A-2.18A

(	 ¡ 1.67 A _1.74 A

S I/
S.,, II ^o

Mo
SD COIN?

2.44 -2.47 A 1.98 A

oxidized Xanthine Oxidase (Mow)

Figure 2 - The molybdopterin cytosine dinucleotide (MCD) cofactor as

established by crystallography in Mop [7]. The open chain form is

shown as an equilibrium between the two forms (as suggested in solu-

tion).
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Xanthine oxidase, the prototype of the molybde-

num hydroxylases, has been intensively studied by spec-

troscopic and kinetic techniques, which have contribu-

ted to characterize it from a structural and functional

point of view. Several inorganic model systems have

also been proposed and are described in a number of

recent reviews [31-34]. Some attention will now be

given to the general features of xanthine oxidase, high-

lighting relevant points which can be illustrated with

details from the crystal structure of Mop.

Xanthine oxidase catalyses the oxidation of

xanthine to uric acid, using dioxygen as the physiologi-

cal electron acceptor (or NAD+ in the case of xanthine

dehydrogenases). In addition to xanthine, it can also

oxidize other aromatic heterocycles and aldehydes, but

with little specificity. Xanthine is oxidized at the molyb-

denum center, whereby MoVI is reduced to MolV and

reducing equivalents are transferred to 0 2 at the flavin

site. Electron transfer between the molybdenum center

and the FAD is mediated by the Fe/S centers.

Intramolecular electron transfer within the xanthine

oxidase family of molybdenum enzymes is an essential

aspect of catalysis and has been studied by different

techniques such as flash photolysis, pulse radiolysis and

pH-jump perturbation (see 5 for references).

EPR was one of the first tools employed for the

study of the molybdenum center of xanthine oxidase,

and a variety of Mov species were detected, either in the

course of equilibrium reductive titrations, or transiently

within reaction with substrate. Other characteristic EPR

signals have been observed from complexes of the

enzyme with inhibitors such as arsenite [35], methanol

[36], ethylene glycol [37] and alloxanthine [38], and

analogies are encountered between the EPR spectra of

XO and those of Mop [20, 21, 39]. For example, the Mov

EPR signals ("type 2"), exhibited by xanthine oxidase

upon reaction with xanthine [40] ( g 1 2 .1= 1.9951, 1.9712,

1.9616) are quantitatively very similar to the correspon-

ding signals reported for Mop upon reaction with salicy-

laldehyde [20] (g123= 1.9882(3), 1.9702(3), 1.9643(3)),

which suggests similarities of their active sites.

The two [2Fe,2S] centers - Fe/S I and Fe/S II -, are

also clearly distinguished on the basis of their characte-

ristic EPR signals, which display similar features in Mop

[21] and xanthine oxidases: the so-called Fe/S type

shows characteristic g-values similar within eukaryotic

xanthine oxidases (milk XO [36] g1 23= 2.022, 1.935;

1.899) and Mop [21] (g123= 2.021, 1.938; 1.919) typical

of spinach ferredoxin (g1 23= 2.020), 1.930), 1.900)).

On the other hand, center Fe/S II, , exhibits broader

lines than center Fe/S I, with g-values comparable in

Mop [21] (2.057, 1.970, 1.900) and milk xanthine

oxidase [68] (2.12, 2.01, 1.91), but displaying larger vari-

ations within members of the xanthine oxidase family

than the center Fe/S I.

Mõssbauer spectroscopy also allows the distinction

between both Fe/S centers in the reduced enzymes: one of

the centers (probably Fe/S I) exhibits a rather normal

quadrupole splitting DEQ of 2.4 mm/s and 2.69(2) mm/s for

the ferrous site in xanthine oxidase (at 175K) [41] and Mop

(at 180K) [42] respectively, while the other center exhibits

an unusually large quadrupole splitting of 3.2 mm/s and

3.14(2) mm/s for xanthine oxidase and Mop respectively.

3. The crystal structure of the aldehyde
oxido-reductase from Desulfovibrio gigas

The crystal structure of Mop, the first representative

of a molybdenum oxotransferase, is a valid model for

the interpretation of a large number of experimental

data of xanthine oxidase and related enzymes. It was

solved at high resolution in its native desulfo form [7],

as well as in sulfo, oxidized, reduced and alcohol-

bound forms [8], allowing a detailed look at the several

structural aspects of the molybdenum hydroxylases rele-

vant for catalysis: a) domain architecture; b) structure of

the cofactors and binding mode within the polypeptide

chain; c) molybdenum center environment; d) metal

coordination and its role in catalysis.

In analogy to eukaryotic xanthine oxidases,

xanthine dehydrogenases and aldehyde oxidases, Mop

is an a2 homodimer of two 100 kDa subunits (2x907

amino acids) [67]. The redox-active cofactors are two

different kinds of [2Fe-2S] centers [21], and a molyb-

dopterin cofactor (molybdopterin cytosine dinucleo-

tide-MCD) (Figure 1), inserted in discrete domains

(Figure 3) within a single subunit.

3

Mo2

FcS b
	

FeS_a

Figure 3 - The molecular structure of Mop with the four independent

domains represented in different colors and cofactors shown as colored

spheres. Fe/S_b- green, residues 1-76; Fe/S_a- red, residues 84-156;

connecting peptide-white, residues 158-195; Mol- yellow, residues 196-

581; Mo2- blue, residues 582-907.

Structural and domain arrangement of the protein

From the electron density map interpretation the

two [2Fe-2S] centers were recognized at the earlier
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Mo _2

Figure 4 -Stabilization of the molybdopterin cytosine dinucleotide of Mop by hydrogen bonding interactions with surrounding residues (with indication

of the domains to which they belong).

stages of the analysis, while the molybdopterin cofactor
was identified, only at a later stage of the structure solu-
tion, as a molybdopterin cytosine dinucleotide, confir-
med by chemical analysis [43]. For some of the higher
resolution data sets [8], isopropanol molecules as well
as magnesium ions, both from the crystallization solu-
tion, were clearly identified. The presence of alcohol
molecules, particularly the one close to the molybde-
num site (Figure 8), was important for mechanistic
deductions, to model the Michaelis complex of an
aldehyde substrate molecule (Figure 9).

The protein molecule is roughly globular with an
approximate diameter of 75 A (Figure 3) and its secon-
dary structure shows 28% of a-helical and 21% of [3-sheet
conformations. The protein is organized into four
domain: two small 2Fe-2S domains (Fe/S_a and Fe/S_b)
and two much larger domains (Mol and Mo2), which
constitute the molybdopterin binding portion of the
enzyme. The MCD cofactor is bound by a network of
hydrogen bonding interactions whereby domain Mol
contributes with two single molybdopterin binding
segments and domain Mo2 binds the other side of the
pterin system and provides all of the dinucleotide
binding segments (Figure 4). These two large domains
also surround the molybdenum catalytic site and define.
at their interface, a 15 A deep tunnel, wide open at the
surface and constricted in the middle, which leads subs-
trate molecules into the buried molybdenum catalytic
site (Figure 5).

The first Fe/S_b (residues 1 to 76) domain posses-
ses the consensus sequence CXXGXCXXC shared by the
plant type ferredoxin class of iron-sulfur proteins [30].
Also the chain fold is similar to that of plant (Spirulina

platensis) [2Fe-2S] ferredoxins [44]. It shows the topo-
logy of a five-stranded [3-half barrel with an a-helix
running almost perpendicular to the strands direction.
The overall fold can be superimposed to Spirulina
platensis ferredoxin 44] with a deviation of less than
0.5A in the Ca atom positions of the iron-sulfur cluster
binding turns. The second iron-sulfur domain Fe/S_a
(residues 84 to 156) reveals a unique and new fold for

Figure 5 - Simplified C" representation of the Mop molecule with cofac-

tors highlighted as colored spheres. Two isopropanol molecules are

also represented as well as the three buried waters close to the molyb-

denum site (purple sphere). The arrow points towards the entrance of

the tunnel, marked also by one of the isopropanol molecules (IPPI)

and a few waters.
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ferredoxins: a four-helix bundle with two longer central

helices flanked by two shorter a-helices. The metal clus-

ter lies at the N-termini of the two central helices.

Domain Fe/S_a is connected to the molybdenum

binding domain Mol via a long extended meander with

irregular secondary structure and which spans about 50

A across a rather concave region of the surface of the

molecule. This concave region extends from one side of

the protein to the other and appears to be the most

likely site for the insertion of the flavin domain present

in xanthine oxidases. This region of the molecule also

appears to be the most probable site of interaction with

flavodoxin, which has been shown to be able to accept

electrons from Mop/aldehydes in vitro [45].

The two larger Moco binding domains, Mol (resi-

dues 196 to 581) and Mo2 (residues 582 to 907) are in

close contact to each other and the molybdenum

catalytic site is right at their interface. Domain Mol is

rather elongated (ca 75 A long and 28 A wide) and

organized in two subdomains: a larger N-terminal part

which consists of a seven-stranded incomplete [3-

barrel with one a-helix filling its central cavity with

two additional helices flanking the barrel and exposed

to solvent. The smaller C-terminal subdomain consists

of a five-stranded mixed parallel-antiparallel [3-sheet

Xanthine Oxidases

[2Fe 2S]	 FAD

I

1	 190 310

MOP :

linking	 Mo_1
peptide

1	 76 84 157	 195

flanked by two helices which run approximately paral-

lel to the strands direction. Domain Mo2 is also organi-

zed in two subdomains, each with a similar basic fold

(a four-stranded fl—sheet, which bends around a pair

of helices), and in part dyad related. Both subdomains

resemble two large wings spanning over 80 A and the

co-factor MCD lies at the intersection of those two

wings.

The 12Fe -2S1 centers
Both [2Fe-2S] clusters are approximately planar

with the two iron atoms and four cysteine sulfur atoms

defining a plane orthogonal to the plane of the [2Fe-2S]

group. All iron atoms are tetrahedrally coordinated by

the sulfur atoms of the cysteines, with Fe-S bond lengths

of 2.2 A and 2.3 A for the iron-sulfide and for the iron-

cysteine Sr respectively. The N-terminal plant-type ferre-

doxin iron cluster (Fe/S_b) has one of the iron atoms

linked to C40 and C45, while the other iron atom is coor-

dinated by C48 and C60. The second iron cluster

(Fe/S_a) has one of the iron atoms bound to C100 and

C139 and the other bound to C103 and C137. While

center Fe/S_b is close to the protein surface with Cys

Sy60 exposed to the solvent, center FeS_a is 14 A buried

and in contact with the molybdopterin.

Figure 6 - Primary sequence alignment of Mop

and xanthine oxidase. Top-Domain arrangement

of xanthine oxidases. in comparison to Mop.

Bottom Selection from the amino acid sequence

alignment of Mop with xanthine oxidase from

Drosophila Melanogaster [30], highlighting the

conservation of the primary sequence in both

proteins, particularly high in the regions involved

in co-factor binding.
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The molybdopterin cofactor
The structure of the molybdopterin cofactor was

established for Mop by crystallography as a cytosine
dinucleotide, MCD (Figure 1). The general bicyclic
pterin structure and dithiolene side chain had been
proposed by chemical and spectroscopic analysis [22-
26], but the fused pyran ring resulting in a tricyclic struc-
ture had not been detected and was only established by
crystallography. It has now been found in three different
enzymes: in the aldehyde ferredoxin oxido-reductase
(AOR) from Pyrococcus furiosus [27], in Mop [7] and in
the DMSO reductase (DMSOR) from Rhodobacter sphae-
roides [16 and capsulatus 17]. In both AOR and DMSOR,
the metal atom (W and Mo respectively) coordinates
two molybdopterins through their dithiolene groups but
in distinct ways. The AOR from Pyrococcus furiosus has
two molybdopterins coordinating the tungsten atom
and additionally linked by a magnesium ion bound to
their phosphate groups. In DMSOR two molybdopterin
guanine dinucleotides (MGD) are bound to the molyb-
denum atom resulting in a very elongated structure (-35
A) [16, 17]. Neither the tungstoprotein nor the DMSO
reductases share homology to Mop or to the xanthine
oxidase family and belong to three different protein
families, of which, the DMSO reductase family of
oxomolybdenum enzymes is likely to be structurally
more diverse than the xanthine oxidase family [5].

When isolated, the cofactor is bicyciclic, suggesting
that the pyran ring is closed by a reversible intramolecu-
lar nucleophilic addition of the hydroxyl 9"-OH to the C7
carbon atom of the double bond of a dihydropterin
system (Figure 1). The pyran ring closure may occur in
situ subsequent to binding of the open chain cofactor to
the enzyme favored by the numerous interactions
between the cofactor and the surrounding polypeptide
chain (cf. Figure 4). In all structures the pyran is tilted
approximately 40° relative to the two ring pterin system
(<30° in one of the pterins of DMSOR). The fused pyran
ring has three chiral centers C6, C7 and C9',with abso-
lute configurations R, R, R in Mop, as well as in the other
structures. Contrary to suggestions [27, 46] based on func-
tional and structural inorganic models for DMSOR [46],
neither the pterin nucleus, nor the dinucleotide coordi-
nate directly to the metal. In DMSOR the protein contribu-
tes to the metal coordination with the side chain oxygen
of a serine residue, which may be a cysteine or selenocys-
teine in other members of the DMSOR diverse family.

In Mop the pterin cofactor is in the dinucleotide
MCD form and it is well documented [5] that the vari-
ants molybdopterin (MPT) and molybdopterin dinucle-
otides (MGD, MCD, MAD, MHD) are widely distributed
among eukaryotes and prokaryotes. In enzymes from
eukaryotes the pterin has always been found in the MPT
form. The role of the ribonucleotide portion of the
molybdopterin dinucleotides in some bacterial enzymes
remains obscure.

The MCD present in Mop is extended, with a widest
distance of 17 A between the cytidine (N4" atom) and

the pterin (04 atom). The functional groups of the cyti-
dine are hydrogen bonded to main chain atoms of
domain Mo2 (Figure 4). The structure of this cofactor is
likely to represent the general form of dinucleotidic
cofactors of other molybdenum hydroxylases, but diffe-
rences in stabilization of the base are expected, namely
in those segments (of domain Mo2) which bind the
dinucleotide part, absent in the eukaryotic hydroxyla-
ses. This is reflected by the lower degree of homology in
this part of the primary sequence, when Mop is compa-
red with eukaryotic xanthine dehydrogenases [30].

Structure and environment of the metal centers
The redox-active cofactors of Mop are inserted in

the protein matrix in close proximity to each other, and
define a plausible electron transfer pathway (Figure 7).
While the first Fe/S center b is rather exposed to solvent
via its cysteine 60, Fe/S center a is approximately 14 A
below the molecular surface and has no direct contact
with the solvent. The closest distance between the iron
atoms of the two Fe/S centers is ca. 12 A while the
molybdenum atom lies 15 A away from the nearest iron
atom of center a. The molybdenum site is also buried
but accessible to the protein surface through a 15 A
deep tunnel as described above. The pterin system of
Mo-co is in direct contact with the nearest iron-sulfur
center through a hydrogen bond between the amino
group at C2 and the y sulfur atom of Cys139, which coor-
dinates one of the iron atoms. The two iron-sulfur
centers are in contact via a chain of seven covalent
bonds and a single hydrogen bond between amide of
residue A1a136 and the carbonyl of Cys45. The 2Fe-2S
iron centers are bound by covalent bonds between the
irons and cysteine residues and further stabilized by a
number of NH- - -S hydrogen bonds between their sulfur

Figure 7 - Molecular representation of the three co-factors of Mop.

molybdopterin cytosine dinucleotide and both close contacting

centers, FeS_a and FeS_b, exposed to solvent through Cys 60. For the

sake of clarity, residues contacting with the dinucleotide part are omit-

ted. The arrow shows the direction of the tunnel which leads into the

molybdenum site.
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atoms and the amide groups of the surrounding protein
main chain. The pterin tricycle is bound by two hydro-
gen bonds of the carbonyl oxygen atom 04 to amides of
the segment Thr420-Phe421 from domain Mol, while the
phenyl ring of Phe421 is coplanar with the pterin, favo-
ring a n— ir interaction with the pterin ring. The side
chain of G1n807 from domain Mo2, anchors the other
edge of the pterin establishing hydrogen bonds to nitro-
gens N1 and N8 (Figures 4 and 7). The channel connec-
ting the surface with the molybdenum site is coated
with hydrophobic residues exclusively from domains
Mol and Mo2. It exhibits a constriction at half-way by a
cluster of hydrophobic residues Phe425, Phe494, Leu497
and Leu626. These side chains must move away in order
to let bulkier aromatic substrate molecules pass and
reach the catalytic site.

After passing the hydrophobic channel, reducing
substrates, aldehydes in the case of Mop, react and are
oxidized at the molybdenum center: Movi is reduced to
Mow and reducing equivalents are transferred through
the partially conjugated system of the pterin and the
hydrogen bond, pterin-NH2--Sy-C139, to the Fe/S
center á (Figure 7). Electron transfer proceeds via seven
covalent bonds and one hydrogen bond (NH Ala 136- - -
0=C C45) towards the exposed Fe/S center b. From
here, electrons will flow to an unknown physiological
electron acceptor in the case of Mop or, in the case of
xanthine oxidase, will be intramolecularly transferred to
the flavin center and from there to molecular oxygen,
generating superoxide. Intramolecular electron transfer
within the xanthine oxidase family of enzymes has been
recognized as an essential aspect of catalysis and has
been extensively studied by a number of techniques
[37-43]. This proposed pathway assigns an important
role to the pterin ring for the electron transfer from
molybdenum to the Fe/S centers. Since the molybde-
num atom is not coordinated to any protein side chain
(Figure 8), the pterin cofactor is also essential in ancho-
ring the molybdenum within the protein. A third impor-
tant role may be attributed to the pterin co-factor by
modulating the redox properties of the molybdenum.
Crystallographic data of Mop [8] obtained under redu-

cing conditions show conformational changes in the
cofactor: In the reduced crystals the dithiolene sulfurs
are wider apart (larger S-Mo-S angle) with a sulfur-sulfur
distance of 3.5 A instead of 3.0 A as found in the oxidi-
zed crystals [7]. Additionally, in the reduced derivatives,
the dithiolene molybdenum cycle is less planar with the
molybdenum atom deviating ca 0.4-0.7 A from the mean
plane of the ring, towards the apical ligand. This distor-
tion also suggests that the dithiolene double bond parti-
cipates in the redox reaction. In the oxidized state of the
enzyme, the short distance between the dithiolene
sulfur atoms (3.0 A) is closer than their van der Waals
contacts (2x1.85 A), implying a partial disulfide bond
formation, which is lost upon reduction of the molybde-
num. As a result, the dithiolene ligand donates electron
density to the metal and consequently the reduction
potential of the molybdenum center would be expected
to decrease. Additionally, electron donating capacity of
the ligand to the metal may favor a five-fold coordinated
Movi center.

Such a role for the pterin cofactor in modulating
the redox state of the metal had been proposed [47] on
the basis of model compound studies for a Movi
complex L2MoO2 (L=SC(CH3) 2CH .,NH(CH 3)), which also
exhibits an S - - S bond of 2.76 A, indicative of a disul-
fide bond character. The authors suggest that the dithio-
lene group may participate in the Movi —> Mow redox
process by involving a disulfide-thiolate reduction, asso-
ciated with formal changes of the oxidation state of the
metal. Other recent model compound studies [48] have
proven that tetrahydropterin is able to reduce MoVI with
disulfur coordination (MoO 2 (diethyldithiocarbamate) 2)
to Mow in (MoO (diethyldithiocarbamate) 2). These
results suggested that oxidation/reduction states of the
pterin were involved in the Mo oxidation state during
substrate turnover, but extrapolations from these model
systems to molybdenum-containing enzymes were not
satisfactory. Although the synthesis of such complexes of
molybdenum coordinated to pterin species has deserved
much attention (reviewed in [32]) and has often been
successful [46, 49, 50], the relationship to the reaction
mechanism of molybdenum hydroxylases is not clear.

Figure 8 - Stereo representation of the molybdenum catalytic site (sulfo form) and surrounding residues within hydrogen bonding distance. IPP1 points

in the direction of the channel and IPP3 is the isopropanol molecule which binds directly to the metal.
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There have been proposals in the literature concer-
ning the role of the pterin co-factor in the enzymatic
mechanism of the molybdenum oxotransferases.
Studies of the state of reduction of MPT in sulfite
oxidase [51, 52] and in xanthine oxidase [51] have led
to the suggestion of the direct involvement of the pterin
in catalysis, either via electron transfer or by modulation
of the oxidation/reduction properties of the metal. The
Mop crystal structure analyzed in oxidized and reduced
states 8 supports these suggestions.

The molybdenum site and its environment
The molybdenum coordination sphere was defi-

ned on the basis of the 2.25 A crystallographic data [7]
as square pyramidal geometry, with no protein ligand
binding to the metal, but a glutamate residue (Glu 869,
conserved within the XO family of enzymes [30] (Figure
6)) is only 3.5 A away from the metal. With higher reso-
lution data to 1.8 A 8, the molybdenum site was defined
in greater detail and the metal ligands unambiguously
identified. In the approximate square pyramidal arran-
gement, the dithiolene ring system defines the equato-
rial plane and contributes with two sulfur ligands. The
three remaining positions, assigned as three oxygen
ligands, were identified as one water ligand (MoOH2)
and two oxo (Mo=O) groups, where the former occu-
pies the position trans to sulfur 57" of the dithiolene
(Figure 8). The two oxo groups were identified on the
basis of shorter distances to the metal (range of 1.6-1.9 A
for the different crystals analyzed [8]), as well as lack of
hydrogen bonds to surrounding residues. The water
ligand shows a longer bond to the metal (range of 2.1-
2.5 A) and is within hydrogen bonding contact to the
hydroxyl group of isopropanol IPP3, to amide of Gly 697
and to carboxylate of Glu 869 (Figure 8). The apical oxo
ligand is found to be replaced by a sulfur atom in Mop
crystals which have been resulfurated by incubation
with sulfide under turnover conditions [8]. This impor-
tant result allowed to identify the catalytically essential
Mo=S group.

The structure of the molybdenum site agrees with
EXAFS data for xanthine oxidases and for Mop, which
show an oxo group present in both oxidized and redu-
ced forms of xanthine oxidases and of Mop (Figure 2),
while three sulfur ligands are assigned for XO with one
longer Mo-S bond for the reduced state of the enzyme.
However, EXAFS data did not show the second oxygen
ligand, which has now been identified as a coordinated
water.

Relevant residues and well ordered water molecu-
les within the molybdenum catalytic site are represen-
ted in Figure 8 for the sulfo form of the enzyme. In close
vicinity to the molybdenum is the conserved Glu 869
which is approximately trans to the apical position and
may bind directly to the metal by a small rotation of the
carboxylate. The apical Mo=S group has the imidazole
of His 653 as nearest neighbor, within hydrogen
bonding distance (-3.2 A). The Mo=O ligand is in a

quite constrained environment, close to amide of Arg
533 (3.3 A), to carbonyl oxygen of Phe 421 (3.8 A) and
to Ca of Gly 422. The metal bound water is facing the
mouth of the extended channel and is the most accessi-
ble ligand and the neighboring isopropanol molecule
(IPP3), from the crystallization solution, contacts with
this water ligand. Alcohols are known to inhibit Mop 45
(as well as xanthine oxidase [37]) and this IPP3 site is a
good model for the Michaelis complex of the reaction of
Mop with aldehydes. The isopropanol molecule is part
of a network of hydrogen bonds namely to a chain of
three buried water molecules (137W, 138W, 105W). Two
of these waters (137W, 138W) are stabilized by hydro-
gen bonds to the surrounding polypeptide, but the
innermost water, 105W, is located in a particularly
apoiar environment (Phe 505, Phe 763 and Tyr 622)
(Figure 8). Apart from IPP3, other isopropanol molecu-
les were located in the crystal structure of Mop, one of
which (1PP1) was identified close to the mouth of the
channel (Figure 5), which may justify the known inhibi-
tory effect of alcohols in Mop as well as in xanthine
oxidase.

To summarize, one can distinguish as most rele-
vant features of this catalytic site: (1) Its accessibility
through an extended hydrophobic channel, which has a
constriction separating a wider outer compartment from
a more restricted inner binding site at the molybdenum;
(2) The presence of a water ligand which is the most
accessible one, and probably the source of the transfer-
red hydroxyl group and binding site of reaction interme-
diates; (3) The chain of well ordered buried water mole-
cules, able to replenish the vacant coordination site
after product dissociation; (4) The conserved residue
Glu 869 close to the molybdenum, which may transi-
ently bind to the metal and act as a proton acceptor of
the water molecule (see below).

4. Homology of the aldehyde oxido-reductase
from Desulfovibrio gigas with the xanthine
oxidase family of enzymes

Comparison of the amino acid sequence of Mop
with that of different xanthine oxidases was the first
proof of their relationship 7, 30. The multiple alignment
with xanthine oxidases from mammalian, insect and
fungal sources, showed that the Mop amino acid
sequence is highly conserved with ca. 52% homology
and 25% identity, suggesting a close structural relations-
hip [30] (Figure 6). Homology also extends to other
molybdopterin and iron-sulfur containing enzymes.

The homology is particularly high in those
segments associated with binding of the redox-cofactors
(but not of the cytosine dinucleotide) as well as within
residues of the substrate binding pocket, and for resi-
dues of the tunnel. As detailed in Figure 6-b, the binding
segments of the cofactors are well conserved.
Interruptions by deletions and insertions occur only in
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Figure 9 - Hypothetical structures for the reductive half-cycle of the hydroxylation reaction of Mop and xanthine oxidase: I, the Michaelis complex with

aldehyde substrate close to MoV1; 11, the enzyme/carboxylic acid product complex (MolV); and Ill, after product dissociation, intermediate with Glu869

loop regions and at the N- and C- termini. The long dele-
tion of about 400 residues in the Mop structure, between
residues 157 and 195, corresponds to the FAD domain in
the xanthine oxidases, absent in Mop (Figure 6-a). This
additional domain must be placed, in the XO family of
enzymes, somewhere along the extended connecting
segment (white segment in Figure 3). The FAD binding
domain has been tentatively assigned on the basis of
mutant studies. A mutation which has received conside-
rable attention is the Tyr395Phe Xanthine dehydroge-
nase from Drosophila melanogaster [53] which was
shown to be enzymatically inactive. This residue had
been previously shown to be important in the NAD+
binding by the enzyme, by performing chemical modifi-
cation of this tyrosine in chicken liver XDH [54]. In all
cases, these chemical modifications identified the NAD
binding site within the insertion found in the Mop
sequence [30].

The close relationship between Mop and the
xanthine oxidase family of proteins implies a common
mechanism of action of these enzymes and essential
structural aspects of Mop agree in fact with a large
number of experimental data of the XO class of enzy-
mes.

5. Structure based catalytic mechanism

Molybdenum hydroxylases and in particular
xanthine oxidases have been investigated by a variety
of spectroscopic techniques to gain insight into the
mechanism of this class of enzymes. These several
aspects have been recently reviewed [5, 6]. In parallel,

much effort has been dedicated to the search for
synthetic models of Moco and to the analysis of their
structures as well as spectroscopic and functional
properties. These model systems and their contribution
to the understanding of enzymatic mechanisms have
been reviewed [31, 32].

In previous sections we have described relevant
features of the Mop structure with important mechanis-
tic implications: (1) The domain organization of the
protein and co-factors environment which define a
buried catalytic site with unique features; (2) The intra-
molecular electron transfer among the redox centers,
mediated by the pterin cofactor, to which several func-
tions are now clearly associated; (3) The clear defini-
tion of the metal coordination sphere, consistent with
EXAFS data, as well as the unambiguous location of
the catalytically important sulfido molybdenum ligand.
The water ligand is revealed for the first time and
proposed as the catalytically labile oxygen. The possi-
bility of the water ligand being the source of the labile
oxygen is corroborated by recent 170 -EPR studies [55]
of model compounds, on which basis a metal bound
hydroxide was proposed as the labile site; (4) The
isopropanol site, present in the second coordination
sphere of molybdenum is used as a valid model for the
Michaelis complex of an aldehyde substrate (Figure 9),
whereas the carbonyl oxygen replaces the hydroxyl
group and the aldehyde hydrogen occupies the methyl
group closer to the metal. In this orientation, the
carbonyl oxygen establishes two hydrogen bonds with
water 137W and with the water ligand, which polarize
it. The nucleophilicity of the water ligand is promoted
by Glu 869.
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The assumption of the isopropanol site as a model
for the substrate binding site is supported by several
arguments from the literature: Alcohols are substrate-
analog inhibitors of Mop [45] as well as of xanthine
oxidase [37], while ethylene glycol is a slow substrate of
xanthine oxidase [56]. A number of aldehydes are
found to inactivate bovine milk xanthine oxidase [57],
while reactivation occurs immediately after removing
excess of aldehyde. EPR data of xanthine oxidase inhibi-
ted with methanol and formaldehyde produced identi-
cal "inhibited" signals [58], suggesting similar binding
modes for alcohols and aldehydes. The binding of subs-
trate molecules in the second coordination sphere of
molybdenum in the Michaelis complex is also suppor-
ted by spectroscopic data: In the reaction of xanthine
oxidase with 2-hydroxy-6-methylpurine (a slowly reac-
ting substrate), no proton coupling due to the C8-H
proton is detected in the "rapid type 1" EPR signal [59],
although coupling is detected after substrate oxidation
and hydride transfer [59, 60]. Also the strong inhibitor 8-
bromoxanthine [61] has been shown to interact with
xanthine oxidase in a way typical of purine substrates
and the Mo-Br distance was found to be larger than 4 A.

The structure of the Michaelis complex as repre-
sented in Figure 9 shows a simple pathway for the enzy-
matic reaction: In step I, the carbonyl carbon atom
suffers nucleophilic attack by the activated water ligand
(transferred as OH-), concertedly with hydride transfer
to the sulfido group, whereby the carboxylic acid
product is generated but remains bound to the molyb-
denum via the transferred oxygen atom (step II). Bond
formation requires a further approach of the atoms
involved, possibly via anchoring of the carbonyl oxygen
to water 137W, and the aldehyde hydrogen must come
closer to the sulfido group. The direct transfer of a
hydrogen from substrate (step I) to xanthine oxidase
has been detected as a proton from the enzyme strongly
coupled to Mov in the rapid EPR signal [62]. The close
proximity of the carbonyl carbon atom to the metal as
in (II), was proposed in the "inhibited" species of
xanthine oxidase, by ENDOR studies [63, 64], while
EXAFS has indicated product analogs bound to MoIV
[14, 15]. In the last step III, the carboxylic acid product
is released, which is probably facilitated by a transient
binding of Glu 869 to the metal to maintain a 5-fold
coordination. The Mo water site may then be regenera-
ted from the chain of internal buried water molecules.

This reaction scheme agrees with proposals for the
reaction of xanthine oxidase [6, 65] and provides
details on the exact stereochemical environment.
However, it differs by suggesting the water ligand,
instead of the oxo group (probably present just as the
so-called "spectator oxygen", known from molybdenum
coordination chemistry [66], as the labile oxygen to be
transferred to the substrate, as supported by recent 17O-
EPR studies 55 and 170- and 13C-ENDOR experiments
[63, 64] on xanthine oxidase.
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Catalysis in fine chemicals production
A catálise nas indústrias de química fina
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Catalysis in fine chemicals production is still slightly in
the development stage. Traditionally, production of
fine chemicals takes place in batch reactors, and
consists of many stoichiometric reactions, which yield
a lot of by-products. The use of catalysts can
markedly improve selectivities. Two examples are
discussed in this article, both using reactor types
which are unconventional in fine chemicals
production. The first example is the selective
hydrogenolysis of CFC-12 (CCl 2 F 2 ) to HFC-32 (CH 2 F 2 )
with carbon supported palladium as the catalyst. It
has been shown that a continuous process for this
reaction is technically and economically feasible. The
reactor used is a cooled multitube fixed bed reactor
because of the high exothermicity of the reaction.
The second example demonstrates the use of a novel
reactor type, viz. a monolithic reactor, in fine
chemistry. The monolithic catalyst has been tested for
the selective hydrogenation of benzaldehyde to
benzyl alcohol. High selectivities are obtained, and
the activity is in the normal range for industrial
chemical processes.

A utilização de catalisadores em Química está ainda em
fase de desenvolvimento. Tradicionalmente, os
produtos da Química Fina são obtidos em reactores
fechados, por meio de muitas reacções
estequiométricas que originam uma grande quantidade
de subprodutos. O uso de catalisadores pode melhorar
substancialmente as selectividades. Neste artigo
discutem-se dois exemplos, em que se utilizam
reactores de tipo não convencional em Química Fina. O
primeiro exemplo trata da hifrogenólise selectiva de
CFC-12 (CFC-12 (CCl 2 F2 ) a HFC-32 (CH2F2) usando um
catalisador de paládio suportado em carbono.
Demonstrou-se que um processo contínuo para esta
reacção é técnica e economicamente viável. O reactor
usado é um leito fixo multitubular com arrefecimento,
devido à elevada exotermicidade da reacção. O
segundo exemplo demonstra o uso de um novo tipo de
reactor, o reactor monolítico, em Química Fina. O
catalisador monolítico foi testado na hidrogenação
selectiva de benzaldeído a álcool benzílico. Obtiveram-
se selectividades elevadas, com uma actividade na gama
normal para os processos químicos industriais.

1. General Introduction

Traditionally, chemical engineers have been
mainly involved in bulk processes. Novel proces-
ses have been put in practice, and it is clear that

chemical engineers have been successful. Also in envi-
ronmental catalysis the chemical engineering commu-
nity has contributed visibly, a noticeable example being
the catalytic converter used in car exhaust gas cleaning.
Less attention has been paid to fields where the produc-
tion volumes are smaller, and the chemical complexity
is higher, e.g., in the production of pharmaceuticals and
agrochemicals. However, also in these areas the chemi-
cal reaction engineering approach is useful. This area is
called `Fine chemistry'.

1.1. Comparison of fine and bulk chemicals

Fine chemicals differ from bulk chemicals in many
respects, as shown in Table 1 (the limits are chosen

slightly arbitrarily). Specific for fine chemistry is also
that relatively large amounts of by-products are formed
(Table 2 [ 1 ] ). It is clear that in realizing improved
processes, large steps can be made. For instance, impro-
ved selectivities not only reduce the amount of by-
products formed (less waste disposal), but also facilitate
product separation.

1.2. Developments in Fine Chemicals Production

A trend in fine chemistry is the increasing interest
in the production of compounds with high purity, espe-
cially optically pure compounds. In pharmaceuticals it
often cannot be considered safe to apply mixtures of
the optical isomers. It is possible that only one isomer is
active for the desired purpose, while the other isomers
are inactive or even have a damaging effect. In fine
chemistry, catalysis does not play the important role it
does in the production of bulk chemicals. Multi-step
synthesis reactions usually consist of a number of
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Table 1. Fine versus bulk chemicals.
Fine chemicals

	

Bulk chemicals

Price
Volume
Product variety
Chemical complexity
Added value
Synthesis
Catalysis
Raw materials and energy consumption
By-products
Toxic compounds
Plants

Investment

Labor
Market fluctuations

> 5$/kg
< 10 kt/y
Night
Night
Night
multi stop
exception
hight
hight
often (e.g. phosgene, HCN)
often MPP*
usually batch
low ($)
bight ($/kg)
hight
hight

< 5$/kg
> 10 kt/y
low
low
low
few steps
often
low
low
exception
dedicated
often continuous
hight ($)
low ($/kg)
low
low

* MPP = multi product/purpose plant

stoichiometric reactions rather than catalytic reactions.
Examples are:

—Hydrogenation by a mixture of a metal and an acid;
— Oxidation by permanganate;
—Friedel-Crafts alkylation.

Such reactions always will lead to high amounts of
by-products. Figure 1 shows the Friedel- Crafts alkylation
of benzene with 2-propylchloride to yield cumene. The
reaction scheme shows that equimolar quantities of HCl
and Al(OH) 3 are formed. Furthermore, the cumene
formed is more reactive towards alkylation than
benzene itself. As a result, as soon as cumene starts to
accumulate in the reaction mixture, it undergoes further
alkylation to give di- and even trisubstituted products.
So, large amounts of by-products are formed. Catalytic
processes are much more selective, and do not produce
this many by-products. Therefore, it is not surprising that
catalysis is more and more applied in fine chemistry.

CH 3
	

CH3 +

CH3
CH-CI + AICI 3 	

CH(
 CH -CI-AIC1 3

CH(CH3)2
CH 3„

CH(

 çH -CI-AICI 3 	+ AICI a

CH3 .
CH

^CH3

+ AI(OH)3 + HCI

cumene

Figure 1 - Friedel-Crafts alkylation of benzene with 2-propylchloride

Another trend in fine chemistry is the use of reac-
tants which do not produce by-products with unfavoura-
ble properties. For instance, oxidation with permanga-
nate is unattractive in this respect. Examples of attrac-
tive reactions are oxidations carried out with 0 2 , H9O2

and organic peroxides, e.g., tert-butyl-hydroperoxide:
(CH3)3 C-O-O-H. These oxidation reactions often have to
be catalyzed.

Table 2. Production and by -product formation in various
sectors of industry [1].

Industry segment Product tonnage kg by-product/

/kg product

Oil refining 106 - 108 ca. 0.1

Bulk Chemicals 104 - 106 <1 -5

Fine Chemicals 102 - 104 5-50

Pharmaceuticals 10 - 10:3 25-> 100

1.3. Process Development and Reactor Design

Catalysis can markedly improve selectivities in fine
chemistry. Use of catalysts also can significantly reduce
the use of chemicals which produce unattractive by-
products (e.g. salts). Process-integrated catalysis can
play an important role in the design and development of
processes for the production of fine chemicals. Figure 2
shows the levels involved in process development. In
conventional process development, one starts with rese-
arch on the micro level, and then with time, proceeds
via meso- and macro level to the ultimate industrial
plant. Traditionally, the micro level is the area of
chemists, whereas the meso and macro levels are reser-
ved for chemical engineers. However, integration of all
three levels, meaning close cooperation between
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chemists and chemical engineers, could speed up
process development to a great extent. For instance,
adequate kinetic studies can reveal important process
information (selection of recycle streams, reactor type,
etc.) at an early stage.

For every production process the choice and
design of the reactor is the key to a succesful process.
Reactor design requires information on:

— Chemical kinetics;
	 time

— Heat and mass transfer, reactor hydrodynamics. 	 Figure 3 — Temperatures profiles; — = normal (smal scale); - -- = runa-

way (large scale).

The workhorse in fine chemistry generally is the (semi)
batch reactor, which essentially is a well stirred tank. In
general, the temperature, and concentrations of reac-
tants and products will change significantly in going
from laboratory to full scale reactor. Therefore, it is not
surprising that selectivities often change upon scale up,
especially in complex reactions. Another risk is the
occurrence of a run-away, i.e. due to the smaller
area/volume ratio, heat is not dissipated at a high
enough rate in the large reactor, leading to excessive
temperature rise. Both phenomena are illustrated in
Figures 3 and 4.

Batch and semibatch reactors are not suitable for
fast and highly exothermic reactions. Furthermore, they
are usually not appropriate for gas phase reactions. In this
paper two non-conventional examples will be given,
illlustrating the use of other reactor types. The first is an
example of selective hydrogenolysis, the conversion of

time

Figure 4 — Selectivity loss (concentration of P, the desired product, is

shown); — = normal condition (small scale); - - - = runaway condition

(large scale)
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CCl 2 F2 into CF2 H 2 . This process has been developed
based on a multitube fixed bed reactor configuration.
The second example illustrates the use of a novel reactor
type, viz. a monolithic reactor, for application in fine
chemistry. The selective hydrogenation of benzaldehyde
into benzyl alcohol has been chosen as a model reaction.

The presence of recycle streams complicates
process design. Impurities may build up in recycle stre-
ams, and moreover, cause catalyst deactivation. It is
important that all impurities (either introduced with feed
streams or formed as by-products) are identified and their
influence on process performance determined. For
instance, it has been determined that methane, which is
formed as a by-product in the CCl 2F2 conversion process
(see below), and is present in the hydrogen recycle
stream, deactivates the catalyst. Therefore, the concentra-
tion of methane must be limited by purging it.

2. The selective hydrogenolysis
of CC12F2 into CF2H 2

2.1. Introduction

Chlorofluorocarbons (CFCs) until recently were
produced for use in amongst others refrigeration appli-
cations. Technically, they possess very favorable proper-
ties, and, moreover, they are low-priced chemicals. So, it
is not surprising that CFCs found an ever increasing
market. However, it is now generally accepted [2] that
fully halogenated CFCs are responsible for the depletion
of the ozone layer, and that they contribute to the gree-
nhouse effect. World-wide, production and consump-
tion of CFCs is being terminated, but considerable
amounts are still present (estimated [3] 2.25 Mton, with
CCl 2 F2 and CC1 3 F accounting for about 45% each).
Recovery and subsequent destruction of these substan-
ces is a logical step. Many destruction techniques have
been proposed [3-8], but only combustion has been
applied on a commercial scale. Obviously,. the conver-
sion of CFCs into valuable chemicals is much more desi-
rable. At Delft University of Technology, a catalytic
process is under development in which CC1 2F2 (CFC-12)
is converted into CH2F2 (HFC-32), which is an ozone-
friendly refrigerant [9].

2.2. Reactions

The reaction to be carried out is the hydrogenolysis of
CC12F2 .

CCl2F2 + 2 H 2 - CH 2F2 + 2 HCI	 41-1,298.- 156 kJ/mol

The reaction enthalpy shows that the reaction is
very exothermic. An important side reaction is the
formation of methane, which is even more exothermic:

CCl2 F2 +4 H 9 —) CH4 + 2 HCI + 2 HF	 41-1r298= -319 kJ/mol

CC12F2 belongs to the family of halogenated metha-
nes. Figure 5 [10] shows all the possible C 1 derivates
containing Cl, F, and H. The arrows indicate the ther-
modynamic stability (e.g. CCI 4 least stable, CH 4 most
stable), and not necessarily a reaction sequence.
Initially, it was anticipated that the conversion of CCI 9F2

would proceed through a serial kinetic scheme, with
CHC1F2 as intermediate. Other hydrogenolysis reactions,
such as the hydrogenolysis of aldehydes [11],  and acid
chlorides [12], and also benzene hydrogenation [13,14]
indeed proceed through a consecutive mechanism. All
hydrogenolysis reactions starting from CCl 2 F2 are
exothermic irreversible reactions. Although thermody-
namically the reaction of CCl 2F2 proceeds via CHCIF2 ,
CH2CIF, CH3F, and finally methane, a reaction towards
CH 2 F2 might be hoped for (provided that a selective
catalyst is available), because the carbon-fluorine bond
is much stronger than the carbon-chlorine bond [15].

CC14

/ 10

CCI 3F1	\iCHCI3
11 

\-	
20

1 ♦ ^ ♦
CCl 2 F2 	 . - CHCl 2F	 CH2Cl2

^ 12 \ 	

I 

21 \	 / 30 \

CCIF3 	CHCIF2 —► \C. H 2 .C̀/IF	 \iCH3CI
^ 13 ^ ^ 22 

^ /1

31

 ^ /1

40

 \
CF4 —> CHF 3

14	 23
C2H6

170

Figure 5 – Thermodynamic relation between chlorinated and fluorina-

ted methanes. The direction of the arrows indicates the thermodynamic

stability at 298 K and atmospheric pressure [10]

2.3. Experimental Results

Several noble metals on activated carbon supports
have been tested for their catalytic activity. Palladium
was found to be the most suitable noble metal for the
CC1 9F2 hydrogenolysis reaction [16]. Pretreatment of the
activated carbon support material is important. Washing
with aqueous sodium hydroxide, aqueous hydrochloric
acid, and water serves to remove impurities [17,18]. The
main product formed in the catalytic hydrogenolysis of
CCI 3 F2 is CH 2 F2 , although significant amounts of CHC1F 2

and methane are also formed. The results reported here
are steady-state values.

The effect of washing of the activated carbon
support is evident from Figure 6 [17]. Both conversion
and selectivity towards CH 2F2 increase. The formation
of CHF3 and the lower alkanes C 2 H 6 and C 3 H 8 are

CH 2F2 CH 3F --► CH 4

41	 50 32
	C3H8

290
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Figure 6 — Performance at 510 K of Pd (2 wt%) catalyst on a non-washed and a washed activated carbon in the hydrogenolysis of CCl 2F 2 [ 17]

strongly suppressed. Washing of the activated carbon
removes impurities such as iron and aluminium, which
can act as Friedel-Crafts catalysts. These metals
catalyze the undesired chlorine/fluorine exchange
reactions, such as CHCIF 2 - CHF 3 , and CH 2 F2 -*
CH2CIF. Iron also catalyzes the formation of CH 4 , and
the lower alkanes [17].

The results reported below have all been obtained
with palladium on a washed activated carbon support.
Figure 7 [10] shows the catalytic behaviour of the palla-
dium catalyst for the hydrogenolysis of CC1 2F2 as a func-
tion of temperature. The results are striking: The selecti-
vity only changes slightly with temperature, while the
conversion increases exponentially from O to 100% over
the temperature range.

The hydrogenolysis reactivity of CHCIF 2 and CH,F2

has also been evaluated. Figure 8 [10] shows the results,
which indicate that the reactivity of CHCIF2 and CH 2F2 is
much smaller than the reactivity of CC12F2 . This result is
important because it indicates that CH 2 F2 , the most
important product in hydrogenolysis of CC1 2F2 , is not
formed via a reaction network of the type:

H2
	 H2 	H2

CCIZF2
	 CHCIF2 	H CH 2F2 H	 etc.

If this would have been the case, the conversion of
CHCIF,, would have been of the same order as that of
CCl 2F2 . The consequence for process development is
evident: it is not useful to recycle the CHCIF2 formed.

HCI is an important product of the reaction. A large
amount of HCI was added to determine the influence of
chlorine on the reaction. Figure 9 [ 10] shows the effect
on conversion and selectivity. HCI not only inhibits the
CC1 2F2 conversion, it also significantly affects the selecti-
vities. The selectivity towards CHCIF 2 increases at the
expense of CH 2F2 . The selectivity towards CH 4 remains
approximately constant.

2.4. Reaction Mechanism

Figure 10 shows a simplified reaction mechanism
accounting for the most significant products [10]. The
reaction involves the competitive adsorption of CC1 2F2 ,
HCI, and hydrogen. The first step is dissociative adsorp-
tion into CCIF2 or CCl 2F. Because of the greater strength
of the carbon-fluorine bond [15], mainly CCIF 2 will be
formed.

The selectivity for CH 2F., and CHCIF2 depends on
the amounts of chlorine and hydrogen present on the
surface. More chlorine means an increased formation of
CHCIF2 (see also Figure 9), whereas a higher hydrogen
concentration results in the formation of more CH 2F2

[15]. The high selectivity towards CH 2F, can be explai-
ned by the stability of the adsorbed difluorocarbene

450	 500	 550
	

600
temperature (K)

Figure 7 — Conversion (triangles) and selectivity in the hydrogenolysis

of CCl2F2 over 1 w% Pd/C as a function of temperature to CH 2F2 (filled

circles), CHCIF 2 (squares), and CH 4 (open circles). Conditions: WHSV =

1 g/(g•h), H 2/CCl 2 F2 = 3, p = 0.3 Mpa [10].
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Figure 8 — Comparision of the reactivity of CCl 2 F2, CHCIF2 , and CH2 F2 in

the catalytic hydrogenolysis over 2 g of 2 wt% Pd/C. Conditions:

T= 510 K, H 2/CFC = 3, p = 0.3 MPa, feed = 16.5 mmol/h [ 10]

(CF2) [15]. Readsorption of both products on the
catalyst does not occur (or only to a very small extent),
as can be concluded from the small reactivity of CHCIF 2

and CH 2 F2 towards hydrogenolysis (Figure 8). It has
been suggested that CH 4 is formed via a parallel path-
way, namely via CCl 2 F and CH 3 on the catalyst
surface[10]. Evidence of this reaction pathway stems
from the observation of small amounts of other products
such as CH 2 C1 2 , CH 3CI, and CHCIF2 [10]. Also, the selec-
tivity towards CH 4 is unaffected by HCI addition, which
does influence the primary reaction pathway.

CC12 F2
	 CH2F2 	CHCIF2

Cony. 	 Selectivity

Figure 9 — Influence of HCI on hydrogenolysis reaction. Conditions:

T= 510 K, H 2/CCl2F2= 3 mol/mol, WHSV=1 g/g.h, p=0.2 Mpa, HCI/H 2=1

mol/mol [10]

2.5. Process design

A preliminary process design has shown that a
continuous CFC-destruction process based on the Pd
catalyst is technically, and economically feasible [19].
Figure 11 [19] shows a possible configuration. Oil,

water, and CCIFz CF3 (R-115), which may have been
introduced in the CC1 2F2 feed during its recovery, have
to be removed. Oil and water might cause problems
with the catalyst and corrosion of process equipment,
while CHF2 CF3 (R-125), the hydrogenolysis product of
CCIF,-CF3 , complicates separation because it forms an
azeotrope with CH 2 F2 [19]. CHCIF 2 is also removed.
Approximately 80% of the CC1 2F2 fed to the reactor is
converted. Acids, mainly HCI, but also some HF which
is formed simultaneously with methane, are removed
prior to light ends separation. It has been shown [10]
that a high hydrogen/CC1 2F2 ratio increases the conver-
sion and selectivity towards CH 2 F2 . The presence of
methane in principle deactivates the catalyst, mainly
due to coke formation [19]. However, if the excess
hydrogen is high enough (= 6 - 10 mol/mol CCl 2 F2),
some methane is allowed [19]. The excess hydrogen is
recycled, together with light products such as methane
and ethane which inevitably end up in this recycle
stream. In order to control their concentrations, a purge
stream is required. From the experimental results it is
apparent that CHCIF 2 should not be recycled to the
reactor. The product CH 2F2 is separated from CCl 2F2 and
CHCIF2 , which are recycled to the pretreatment section.

When the process is to be applied in an industrial
plant, the reactor will be a multi-tubular fixed bed reac-
tor (6600 tubes of 20-30 mm) because of the exother-
micity of the reaction (standard heat of reaction -156
kJ/mol, standard heat of reaction for the formation of
methane - 319 kJ/mol). Cooling is performed by means
of boiling water. Temperature control is very important
to prevent runaways and to protect the catalyst. For this
reason a fixed bed reactor with intermediate quench
cooling, as used in for instance ammonia synthesis, is
not suitable; Due to the high conversion (80 %) which is
obtained, a lot of heat is evolved, and hot spots might
easily occur.

CC12F2 CHC1F2 CH2F2 CH4

Figure 10 — Simplified reaction mechanism for the selective hydroge-

nolysis of CCl2F2 [10].
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2.6. Conclusions regarding CC12F2 hydrogenolysis

The main product of hydrogenolysis of CC1 2 F2 is

CH2F2 . The most important by-products are CHCIF 2 and

CH 4 . Pd on purified activated carbon is an excellent

catalyst for this reaction. With this catalyst high conversi-

ons and selectivities are obtained. Parallel rather than

consecutive reactions lead to the formation of CH.,F2 ,

CHCIF,, and CH 4 . Therefore, in an industrial process,

recycling of CHCIF2 is not useful to increase the CH 2F2

yield. Similarly, recycling of HCI decreases conversion

and selectivity towards CH 2 F2 . A high hydrogen to

CCl 2F2 ratio is required. Therefore, a hydrogen recycle is

introduced, which inevitably contains some methane.

Based on catalyst performance studies, it can be conclu-

ded that a small amount of methane is acceptable.

It is clear that mechanistic/kinetic studies yield

important process data. Integration of catalyst research

and process design can significantly speed up process

development, e.g. the selection of recycle streams to be

used in process development follows from the reaction

mechanism. Furthermore, catalyst performance studies

show that total methane removal is not necessary.

red by a thin layer of a porous oxide. This layer, the

washcoat, serves as the catalyst carrier.

Monoliths have found wide application in the treat-

ment of automotive exhaust gases and industrial off-gases.

The monolithic structure provides low pressure drops,

large external surface areas, and short diffusion distances.

These features make monoliths suitable for solid-catalyzed

gas-liquid reactions as well. The interest in three-phase

monolith reactors is focused on three main fields of appli-

cations: hydrogenations, oxidations and biotechnology

applications. The use of monoliths in heterogeneous

catalysis has been reviewed by Cybulski and Moulijn [20].

Liquid-phase hydrogenations are common industrial

processes. Conventional hydrogenation reactors are slurry

and trickle-bed reactors. Monolith reactors have some attrac-

tive features compared to these conventional reactors.

Currently, a commercial three-phase hydrogenation process

using monolithic catalysts is operative. Eka Nobel AB,

AKZO-Nobel uses a monolith reactor for the hydrogenation

of 2-ethylanthraquinone [21, 22], which is part of the anthra-

quinone process for hydrogen peroxide manufacture.

The objective of this study is to demonstrate the

potential of monolithic catalysts in the production of

fine chemicals. The hydrogenation of benzaldehyde to

benzyl alcohol was chosen as a test reaction.

3. Selective hydrogenation of benzaldehyde
to benzyl alcohol using nickel/alumina
monolithic catalysts

3.1. Introduction
A monolithic catalyst is an example of a structured

catalyst. The support is made of either ceramics or metal

and consists of a large number of narrow parallel chan-

nels (Figure 12). The channel walls are typically cove-
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3.1.1. Monoliths versus Conventional
Reactor Types

In three-phase catalytic reactors hydrodynamics
play an important role in bringing about the contact
between the phases. The performance of a monolith
reactor is therefore highly dependent upon the flow
pattern in the monolithic channels. The most important
flow regime is Taylor (or segmented) flow. This flow
pattern consists of liquid slugs separated from each
other by gas slugs ( Figure 13 [23]). The gas slug is sepa-
rated from the channel wall by a very thin liquid film.
This thin liquid film provides low axial dispersion and
low mass transfer resistance from the gas/liquid inter-
face to the channel wall. Mass transfer is further enhan-
ced by the forced recirculation within the liquid slugs.

Figure 13 - Monolith reactor with internal gas recirculation

In a slurry reactor (Figure 14a) the catalyst is
present in the form of small particles (1-200 pm). The
particles are kept in suspension by mechanical stirring
or by the gas flow. A main advantage is the short diffu-
sion distance in the catalyst, resulting in high effective-
ness factors. Major disadvantages of a slurry reactor are
problems connected with agitation (e.g. catalyst attri-
tion), catalyst separation, and scale-up. By using a
monolith reactor these problems are avoided.

In a trickle-bed reactor (Figure 14b) the catalyst
particles with sizes in the range of 1-3 mm constitute a
stationary bed. Both gas and liquid flow downwards
through the bed. The gas-phase forms the continuous
phase. The liquid flows over the catalyst particles in the
form of a film. Main advantages are the high catalyst
loading and the trivial catalyst separation. Major disad-
vantages are the high pressure drop over the bed and
the problems connected with flow maldistribution (e.g.
cooling and thermal runaways). In a monolith reactor
the pressure drop is much lower. Main characteristics of
monolith, slurry and trickle-bed reactors are given in
Table 3 [24].

An additional advantage of a monolith reactor is
the relative ease of scale-up. Each channel can be seen

as a reactor on its own, which means that scale-up
essentially comes down on multiplying the number of
channels. However, crucial for the performance of the
reactor is a proper distribution of the fluid over the
cross-section of the monolith. Since there is no radial
connection between the channels a non-uniform inlet
distribution will be propagated throughout the chan-
nels. Grolman et al. [25] showed that the distribution is
significantly enhanced by the presence of a foam layer
on top of the monolith.

It is even possible to operate the reactor with a
pump free internal gas recirculation (Figure 13 [23]).
The liquid plugs formed in the Taylor flow regime auto-
matically entrain gas. The fluids are driven through the
channels by gravity, resulting in a very low pressure
drop over the monolith. This enables internal gas recir-
culation.

Monolith reactors also have some drawbacks. Main
disadvantages are the necessity of a uniform inlet distri-
bution, the higher cost of monoliths and the short resi-
dence time of the reactants in the monolith channels.
The latter however, can be an advantage for very fast
reactions.

liquid

gas

gas

Figure 14 - Conventional reactors; a: stirred slurry reactor, b) Trickle-

bed reactor.

3.1.2. Benzyl alcohol production
Benzyl alcohol is mainly used in the photographic

and textiles industry, but also finds many applications as
an intermediate for the production of fine chemicals.
Benzyl alcohol itself can also be regarded a fine chemi-
cal; plant capacities are in the order of 2 kton/year [26].
It can be produced in many ways but at present only
two processes are of industrial importance, namely
hydrolysis of benzyl chloride, and hydrogenation of
benzaldehyde [27]. The latter process is currently
performed in a slurry reactor in batch-mode. A continu-
ous process is also known [27].

Depending on the reaction conditions benzal-
dehyde can be hydrogenated to form benzyl alcohol,
toluene, hydroxymethylcyclohexane, benzene and
methane. However, with suitable reaction conditions and
a catalyst a high benzyl alcohol yield can be obtained.
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Table 3. Comparison between typical monolith, slurry and trickle-bed reactors.

Property Monolith Agitated slurry Trickle-bed

Particle/channel diameter [mm] 1.1-2.3 0.01-0.1 1.5-6.0

Volume fraction of catalyst 0.07-0.15 0.005-0.01 0.55-0.6

External surface area [m2/m3] 1500-2500 300-6000 600-2400

Diffusion distance [µm] 20-150 5-50 100 *-3000

Superficial liquid velocity [m.s I] 0.1-0.45 0.001-0.02

Superficial gas velocity [m.s 1 ] 0.01-0.35 0.03-0.5 0.15-3.0

Pressure drop [kPa.m I] 3.0 6.0 50.0

Mass transfer

gas-liquid, kLa [5 1 ] 0.05-0.30 0.01-0.6 0.06

liquid-solid, ksas [s_ 1 ] 0.03-0.09 1-4 0.06

* Egg shell catalyst

3.2. Experimental

A series of nickel monolithic catalysts with varying

nickel load was prepared. Nickel was applied on the

alumina washcoated monoliths by deposition-precipita-

tion. The activity and selectivity of the catalysts was

tested in the liquid-phase hydrogenation of benzal-

dehyde to benzyl alcohol in an internal recycle reactor

of the Berty type.

3.2.1. Nickel loading
Nickel was applied on alumina washcoated mono-

liths. A deposition-precipitation method [28] was used

to obtain a uniform distribution of the catalyst precursor

over the support. Redistribution of the precursor during

the drying phase is prevented by fixating it to the

support prior to drying.

The monolith (dried at 363 K) was placed in a solu-

tion of nickel nitrate and urea, the latter in slight excess.

The solution was heated to about 353 K and kept at this

temperature during the reaction time. Urea then hydroly-

ses under the formation of hydroxyl-ions, according to:

NH 2CONH2 +3H2O ->2 NH,* + CO, +20H

Nickel is deposited as nickel hydroxide, which is

anchored by reaction to the surface OH-groups of the

alumina washcoat:

Ni(OH)++ AIOH + OH -> AIONi(OH) + H 20

After drying at 363 K, the monolith was calcined in

air at 723 K for 2 hours.

3.2.2. Catalyst characterization
The specific surface area of the alumina washcoat

was determined according to the BET method by nitro-

gen physisorption at 77 K.

The amount of nickel applied was determined

from the weight increase of the monolith upon deposi-

tion-precipitation and calcination. It is assumed that this

increase corresponds to NiO. The reducibility of the

nickel species was investigated with temperature-

Rev. Port. Quím. 3 (1996)

programmed reduction (TPR). The nickel surface area

was determined by hydrogen chemisorption.

3.2.3. Catalyst testing
The activity and selectivity of the monolithic

catalysts were tested in the hydrogenation of benzal-

dehyde to benzyl alcohol (Figure 15). The most impor-

tant side reaction is the hydrogenolysis of benzyl alco-

hol to toluene and water.

Figure 15 - Hydrogenation of benzaldehyde to benzyl alcohol.

An internal recycle reactor of the Berty type was

used. A schematic representation of the reactor is given

in Figure 16. The monolith was placed in the draft tube

centered above the bottom-entering vane-type blower.

The gas/liquid mixture flowed upwards in the baffled

annulus between the draft tube and the vessel wall and

returned downwards through the monolith. The reactor-

vessel is surrounded by an oven which allowed the

temperature in the reactor to be controlled within ± 1 K.

The reactor was operated batchwise with respect to the

liquid phase. Hydrogen was supplied at the rate it was

consumed.
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3.3. Results and discussion

3.3.1 Loading and characterization of nickel
catalyst

Nickel was applied on commercial alumina
washcoated monolithic supports. The characteristics of
the support are given in Table 4. Three nickel monoli-
thic catalysts with increasing nickel load were prepared:
M1 (1.1 wt% Ni), M4 (4.2 wt% Ni) and M7 (7.2 wt% Ni).
Table 5 shows the characteristics of the deposition-
precipitation experiments.

Table 4. Characteristics of monolithic support.

Substrate

Temperature [K]

Figure 17 - TPR profiles of fresh and passivated catalysts.

Material
Length

Diameter
Volume

Cell density

Washcoat

cordierite

3.9
3.7
42

62

[cm]
[cm]

[cm3 ]
[cells/cm 2 ]  

Material
	

Al203

Amount
	

0.1	 [g/cm3]

SBET
	 17.1	 [m2/g support]

Table 5. Characteristics of the deposition-precipitation

experiments.

Monolith Concentration [moi/I] t [h] Ni load [wt%]

Ni(NO3)2 Urea total (in washcoat)

MI 0.27 0.29 6.15 1.1	 (8.1)

M9 1.06 1.15 5.25 4.2	 (26.0)

M7 2.12 2.30 4.55 7.2	 (46.0)

Table 6.Hydrogen chemisorption results.
Monolith SN D dç

[m2/g total] [%] [nm]
MI 0.38 5.2 =20
M4 1.0 3.6 = 30

M7 0.39 (= 0.8) (= 150)

Table 6 shows the hydrogen chemisorption results.
The dispersion is lowest for the monolith with the
highest nickel loading, i.e. 7 wt% corresponding to
almost 50 wt% on a washcoat basis. The dispersion
increases with decreasing nickel load. For all three
catalysts the nickel particles are relatively large, which
indicates that they are mainly deposited at the external
surface of the washcoat.

The catalysts were reduced ex-situ in a TPR set-up.
After reduction the monolith was cooled to 313 K under a
nitrogen flow. Then it was passivated by contacting it with
air. The TPR-profiles of the fresh and passivated catalysts
are shown in Figure 17. The reduction temperature of the
passivated catalysts is much lower. This means that ex-situ
reduction and passivation of the fresh catalyst enables in-
situ activation at relatively low temperature (= 500 K).

3.3.2. Catalyst testing
The monolithic catalysts were tested in the hydro-

genation of benzaldehyde to benzyl alcohol. Prior to the
hydrogenation experiments the catalyst was reduced in-
situ at a temperature of 473 K and a hydrogen pressure
of 1.5 MPa.

For each catalyst a series of experiments was
performed. About 145 g pure benzaldehyde was used as
feed. The total pressure was 2.0 MPa and the tempera-
ture was 390, 415 or 440 K. The stirring rate was 1250
rpm.

Figure 18 gives typical results of an experiment. In
the first part benzaldehyde is hydrogenated with very
high selectivity, typically exceeding 99%. When almost
all benzaldehyde has been converted, the rate of hydro-
genolysis of benzyl alcohol to toluene and water beco-
mes substantial. No evidence of other products such as
hydroxymethylcyclohexane, benzene, and methane
was found.

The straight line for the rate of benzaldehyde
disappearance indicates a zero order reaction with
respect to benzaldehyde under the reaction conditi-
ons applied. Both the reaction rate and the selectivity
were determined from this zero-order part of the expe-
riments. Table 7 gives the results for the experiments
performed at 415 K. Besides a high selectivity the
catalysts also show sufficient activity: 0.1 mmol/g Ns
which amounts to 2 mol/m 3s. This value is situated
within the useful conversion rate window for proces-
ses in the chemical industry, which ranges from about
1 to 10 mol/m 3s, according to Weisz [29]. The lower
limit is determined by economic requirements, i.e. the
desired conversion must be achieved within an accep-
table reactor volume and residence time. The upper
limit is imposed by the achievable rate of mass and
heat transfer.

Preliminary calculations show that transport of
hydrogen to the catalyst surface is most probably the
rate-limiting step, which is in agreement with the general
observations for liquid-phase hydrogenation reactions
[30].
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Figure 18 - Composition change with time (415 K, 20 bar, M4)

Table 7. Results of the hydrogenation experiments at 415 K.

[mmol/gN s] [s-1 ] [%]

Ml 0.10 0.16 100

M4 0.08 0.13 99.1

M7 0.17 0.65 98.1

3.4. Conclusions regarding benzaldehyde
hydrogenation

The deposition-precipitation method used to apply
nickel on alumina washcoated monoliths, resulted in
high nickel loadings, though with low dispersion. Ex-situ
reduction and passivation of the fresh catalyst enables
in-situ activation at a lower temperature. The catalysts
displayed a high selectivity and sufficient activity for the
hydrogenation of benzaldehyde to benzyl alcohol,
showing that nickel monolithic catalysts have potential
for this reaction.

4. Conclusions

Process-integrated catalysis is a fascinating area,
also in fine chemicals production. It enables the rational
selection and design of the active catalyst phase,
catalyst shape, reactor, and process. Batch and semi-
batch reactors are not always the optimum choice in
fine chemistry, especially for highly exothermic reacti-
ons. Furthermore, catalysis is increasingly used in fine
chemistry, which often calls for dedicated plants.

Process-integrated catalysis has been succesfully
used in the development of a process for the selective
hydrogenation of CCl 2F2 to the ozone-friendly CH 2F2 , a
very exothermic reaction. Mechanistic/kinetic studies
on a small scale provided important process data,
which could directly be incorporated in the process
design. This example shows that such an approach can
markedly speed up process development. For instance,

it is conceived at an early stage which reactants and
products have to be recycled, and these recycle streams
can then be incorporated in process simulations.

The use of a monolithic catalyst in the selective
hydrogenation of benzaldehyde to benzyl alcohol has
potential; a high selectivity and reaction rates within the
industrially acceptable range are obtained.
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Microporous titanosilicates
and other novel zeolite-type solids
Titanossilicatos microporosos e outros sólidos
zeolíticos novos
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Recent progress towards the synthesis and
structural characterization of microporous
titanosilicates and related materials is reviewed.
Traditional zeolites and zeolitic materials such as
porous aluminophosphates,
silicoaluminophosphates and derivatives, contain
four-coordinated (Si, Al, P) framework atoms.
Presently, much research is aimed at preparing
microporous materials, containing five and six-
coordinated atoms, which may possess novel
structures and display important physical and
chemical properties. In this context, transition metal
atoms are particularly interesting since the resultant
solids may find applications as heterogeneous
redox catalysts. Microporous titanosilicates contain
six-coordinated Ti(IV) atoms and four-coordinated
Si(IV) atoms and display novel three-dimensional
structures. Ti and Si may be substituted in the
framework of certain members of this family (e.g.
ETS-10 and nenadkevichite) by Nb or V, and Al or
Ga, respectively. Very recently, a microporous
vanadosilicate containing stoichiometric amounts of
six-coordinated vanadium and possessing the
structure of titanosilicate ETS-10 was synthesized
and characterized. This suggests that, in the near
future, it may be possible to prepare microporous
silicates containing other transition metal centres.

Neste artigo revê-se o progresso recentemente feito na
síntese e caracterização estrutural de titanossilicatos
microporosos e materiais relacionados. Os zeólitos e os
materiais zeolíticos tradicionais, tais como os
aluminofosfatos, silicoaluminofosfatos e materiais
derivados, porosos, contêm átomos tetracoordenados
(Si, Al, P) no esqueleto. Desenvolve-se, presentemente,
muita investigação com o objectivo de preparar
materiais microporosos que contenham átomos penta e
hexacoordenados, e que possam ter novas estruturas e
exibir novas propriedades físico-químicas. Neste
contexto, os átomos de metais de transição assumem
um interesse particular, uma vez que os sólidos
resultantes poderão encontrar aplicações como
catalisadores heterogéneos redox. Os titanossilicatos
microporosos contêm Ti(IV) hexacoordenado e Si(IV)
tetracoordenado, exibindo estruturas tridimensionais
novas. O Ti e o Si podem ser substituídos no esqueleto
de certos membros desta família (por exemplo, ETS-10
ou nenadkevichite) por, respectivamente, Nb ou V e Al
ou Ga. Muito recentemente, foi possível sintetizar e
caracterizar um vanadossilicato microporoso que
contém quantidades estequiométricas de vanádio
hexacoordenado e que possui a estrutura do
titanossilicato ETS-10. Este facto sugere que talvez seja
possível, num futuro próximo, preparar silicatos
microporosos contendo outros metais de transição.

1. Zeolites

Z eolites are crystalline, hydrated aluminosilicates
with open three-dimensional structures built of
[SiO 4 ] 4- and [A10 4 ] 5- tetrahedra linked to each

other by sharing all the oxygens to form regular
intracrystalline cavities and channels of molecular
dimensions (Figure 1) [1-3]. Silicon-oxygen tetrahedra
are electrically neutral when connected together in a
three-dimensional network as in quartz, Si0 2 . The substi-
tution of Si(IV) by Al(111) in such a structure creates an
electrical imbalance and, to preserve overall electrical

neutrality, each {A10 4 } tetrahedron needs a balancing
positive charge. This is provided by exchangeable cati-
ons held electrostatically within the zeolite. The structu-
ral formula of a zeolite is best expressed for the crystal-
lographic unit cell as

Mx1n [(A10 2) X (SiO2)]Y  wH2O

where, "M" is a non-framework exchangeable cation of
valence n; the bracketed term represents the framework
composition; and "w" is the number of (non-frame-
work) water molecules.
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Sodalite

Zeolite -A

Faujasite

0 
• Si/AI

Figure 1. The structures of many zeolites, such as sodalite, zeolite-A and

Faujasite (zeolites-X and -Y), are based on the sodalite unit (or

ficage) which consists of 24 silica or alumina tetrahedra linked toge-

ther: rings containing 4 and 6 Si/AI atoms are linked together to form a

truncated octahedron.

Zeolites possess remarkable physical and chemical

properties. The most important chemical properties are

selective sorption, ion exchange and catalytical activity.

The sorption and diffusion properties are related with

the presence of channels of different sizes and cavities.

The sorptive properties of zeolites are modified by the

charge-balancing cations which are coordinated to the

framework oxygen atoms. These cations can be ion-

exchanged when the zeolite is treated with solutions of

salts and typically they are mono or divalent ions such

as Lit, Na+, K+, Ca2+ and Mgt+. The most important use of

zeolites is as heterogenous catalysts. Zeolites are diffe-

rent from many other heterogenous catalysts in that

catalytically active sites are distributed uniformly throug-

hout their bulk. There are two kinds of acidic sites.

Bronsted acid sites are the protons attached to bridging

oxygens bonded to aluminium and silicon atoms. Lewis

acid sites are produced upon calcination at elevated

temperatures or steaming and their origin and nature is

still poorly understood.

2. Microporous Aluminophosphates and
Related Materials

Through the 1980s a variety of novel microporous

framework structures were synthesized based on an

aluminophosphate system [4]. In their pure form the

aluminophosphates are termed AIPO4s and consist of

alternating corner-sharing framework [A10,] 5- and
[PO4 ] 3- tetrahedral groups. Overall the frameworks have

no net charge and consequently no cation-exchange

properties and little catalytic potential. Framework subs-

titutions are, however, possible to produce silicoalumi-

nophosphates [5] (SAPO 4s) and metal-substituted

aluminophosphates [6] (MeAPO 4s). The metals most

commonly used are magnesium, manganese, iron,

cobalt, zinc and vanadium. Some of these new materials

have the framework topologies of known zeolites while

others may have novel structures. Of great potential inte-

rest is a galophosphate known as cloverite (Figure 2),

which consists of large supercages accessed through

cloverleaf-shaped twenty-membered ring windows

(larger than any known zeolite or AIPO 4) [7]. In all

these materials the framework metal atoms are osten-

sibly in tetrahedral coordination although under certain

circumstances (for example, various hydration conditi-

ons) the coordination might change to five- or six-fold.

Figure 2. Projection of the structure of galophosphate cloverite along

the [100] direction showing the cloverleaf-shaped 20-tetrahedral-atom

pore opening. Green and purple tetrahedra contain Ga and P, respecti-

vely.

3. Novel Microporous Materials
with Zeolite-Type Structures

There has been much recent effort, and some

success, synthesizing microporous materials where

framework atoms adopt different coordinations. Most

notably microporous titanosilicates [8-10] (for example,

ETS materials), molybdenum phosphates [11]  (MoPOs)

and manganese oxides such as OMS-1 [12]. Both titano-

silicates and MoPOs contain octahedral and tetrahedral

framework atoms with all atoms incorporated in stoi-

chiometric quantities - not as a dopant. The OMS materi-

als contain only octahedral framework atoms. As with

zeolites, nature provides the clue that such variety in

coordination is indeed compatible with open frame-

work structures. Cacoxenite is a naturally occurring

octahedral/tetrahedral phosphate structure with one of

the largest pores ever observed [13]. OMS-1 is based on

the mineral todorokite with only octahedral framework

metal atoms. Many layered materials, including the

expandable smectite clays, contain both octahedral and
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tetrahedral framework atoms. By extending this variety
of framework coordination to framework materials
offers the opportunity to synthesize a whole variety of
materials with novel pore structures. Also the new
chemistry of the framework metal atoms provides new
opportunities for the catalytic chemist.

4. Microporous Titanosilicates and ETS
Materials

Titanosilicates form an important class of frame-
work materials, both naturally occurring minerals and
synthetic structures. In most minerals titanium adopts
octahedral coordination and silicon adopts tetrahedral
coordination with dense phase structures being most
prevalent. However, a few open framework micropo-
rous minerals are known, although deposits are very
rare. One such mineral is zorite which is found in small
quantities in Russia [14]. Zorite has a highly disordered
framework with ostensibly a two-dimensional channel
system (Figure 3). Two orthogonal sets of channels are
defined by twelve-T/O atom and eight-T atom rings (T =

Figure 3. Zorite [001] projection. The disorder in the structure blocks

the large twelve-ring pores and, since zorite possesses only eight-rings in

ortoghonal directions, consequently zorite behaves as a small-pore

material.

tetrahedral silicon; O = octahedral titanium). In reality
the disorder in zorite results in the larger twelve-ring
channels becoming partitioned into sections. A mole-
cule diffusing into this twelve-T/0 ring channel must
make detours through the eight-T ring channel system in
order to pass freely. Consequently, the adsorption
characteristics of zorite are far inferior to that expected
for an unfaulted material. Furthermore, zorite lacks ther-
mal stability as internal water acts as part of the struc-
ture forming chains through the channel system. When
the water is removed the framework structure collapses.

In 1989 and 1990 two independent reports by Kuznicki
[8] and Chapman and Roe [ 10] discussed a synthetic
structure which appeared to mimic zorite. Comparisons
with the mineral were largely based upon similarities
between the powder X-ray diffraction pattern of the
synthetic material and that expected for zorite.
However, no full structural analysis was performed. In
the work of Kuznicki this synthetic material, which was
referred to as ETS-4, was not very stable thermally and
had poor adsorption characteristics. Another material
(named ETS-10, see scanning electron microscopy, SEM,
image in Figure 4) was also reported which displayed
properties characteristic of a wide-pore and was ther-
mally stable up to ca. 550°C. In the case of ETS-10 there
was no attempt at structural solution and no known
natural counterpart was identified.

4.1. Synthesis of Microporous Titanosilicates and
Related Materials

The synthesis of microporous titanosilicates is
usually carried out in Teflon-lined autoclaves under
hydrothermal conditions with temperatures ranging
from 180 to 230 °C and times varying between a few
hours and ca. 30 days. The syntheses are driven by kine-
tics with different metastable phases being formed with
time. Several titanium and silicon sources can be used.
TiCI,; is often used but TiCI 4 and TiO 2 (both anatase and
rutile) and a few organotitanium compounds are also
important titanium sources. Sodium silicate solutions
and colloidal silica are adequate silicon sources. The

Figure 4. Scanning electron micrographs of (a) microporous titanosili-

cate ETS-10 and (b) vanadosilicate AM-6.
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synthesis of ETS-10 usually requires the presence in the
parent gel of both Na+ and K+ ions. Other phases (such
as the AM materials) are produced pure only when one
type of cation is present. Potassium fluoride is often
used in the synthesis of ETS-10 but its presence is not
crucial. So far, most porous titanosilicates can be prepa-
red without the addition of any organic template mole-
cules. However, several groups have prepared ETS-10
with a range of templates such as tetramethylammo-
nium chloride, choline chloride and the bromide salt of
hexaethyl diquat-5. The pH of the synthesis gel is usually
high about 10-12 (after a 1:100 dilution with water).
Seeding the gel with a little amount of the desired phase
is also common practice. When trying to introduce
aluminium and gallium in the framework of ETS-10,
niobium in the framework of synthetic nenadkevichite
or when preparing the vanadosilicate AM-6 other metals
have to be introduced in the synthesis gel. A careful
choice of the metal source is crucial for the success of
the synthesis.

4.2. The Unusual Structure of ETS-10 ( 15- 17]

It is difficult to determine the structure of ETS-10
(and indeed of most microporous titanosilicates)
because (1) it can only be synthesized as a powder with
particle size 0.6 - 20 pm, and (2) it exhibits a high degree
of disorder - exemplified by broad powder X-ray diffrac-
tion (XRD) reflections (Figure 5). A similar situation
exists for zeolite Q, a wide-pore zeolite which was first
synthesized in 1967 [18] but the structure of which was
only determined in 1988 [19]. The strategy adopted for
structural elucidation was (1) examine the framework
ring connectivity and local disorder with high-resolution
electron microscopy (HREM, see Figure 6), (2) deter-
mine the atomic make-up of the material by chemical
analysis, (3) determine the local environment of silicon
species by using 29Si solid-state NMR (Figure 7), (4)

refine a trial structure using distance least squares analy-
sis (DLS), (5) use this refined structure to simulate the
HREM images (6) combine the minimised structure and
the known disorder to simulate both the powder X-ray
diffraction and electron diffraction data.

The solution of the structure of ETS-10 requires
understanding in detail the nature of the disorder
present. The ETS-10 framework can be decomposed into

Figure 6. High-resolution electron micrograph of ETS-l0 viewed along a

direction perpendicular to the z-axis.

Si(3Si,ITi)
.---^

Si(2Si,1Ti,IGa)

201°

Figure 5. Powder X-ray diffraction patterns of microporous titanosilicate

ETS-I0 and vanadosilicate AM-6.

Figure 7. 29Si magic-angle spinning NMR spectra of ETS-I0, ETAS-10 and

ETGS-10. The inset shows a deconvolution of the ETGS-10 spectrum.
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sheets running parallel to the a, b-plane which contain
two orthogonal sets of Ti-O-Ti chains with associated sili-
cate units. The disorder is then manifested as a displace-
ment of adjacent sheets in the a, b-plane. This displace-
ment is always 1/4 unit cell in the a-direction and 1/4
unit cell in the b-direction (Figure 8 B). Knowing these
rules for the disorder and assuming a random stacking
of sheets the electron or X-ray diffraction patterns can
be calculated using the DIFFaX routine.

All possible ordered and disordered polytypes of
ETS-10 and the nature of the line defects can be
explained in terms of different stacking sequences of
the 8 possible sheets. Two specific interesting exam-
ples of ordered polytypes are as follows: (1) where the
stacking sequence is 1, 3, 6, 8 repeat. This will give a
diagonal arrangement of the twelve-ring pores -
termed polymorph B; (2) where the stacking sequence
is 1, 3, 1, 3 ... and so on. This will result in the twelve-

ring pores having a zig-zag arrangement - termed poly-
morph A. Polymorph B belongs to space group C2/c
with unit cell parameters a = 21.00 A, b = 21.00 A, c =
14.51 A, a = 90.0°, (3 = 111.12° and y= 90.0°. Polymorph
A has either P4 1 or P4 3 symmetry with a = 14.58 A, b =
14.85 A and c = 27.08 A, a = 90°; (3 = 90°; y = 90°.
Consequently, polymorph A has a screw axis and
therefore will display chiral symmetry. In fact there is
a spiral channel along the c-direction with a pitch of
27.08A. This is one of the most interesting features of
the structure of ETS-10. Only one other zeolite-type
material has a chiral polymorph, zeolite (3. However,
ETS-10 contains four (Si) and six-fold atoms (Ti) while
zeolite 13 has only atoms (Si, Al) in four-fold coordina-
tion. The chiral nature of ETS-10 polymorph A opens
the exciting possibility of preparing a chiral heteroge-
neous catalyst. Our experience has, however, shown
that this is not a trivial task.

Figure 8. The stoichiometry of the framework of ETS-l0 (A) is Si 5TiO 1 32- which agrees with the chemical analysis, and the connectivity is exactly that

suggested by 29Si MAS NMR. The structure of ETS-l0 is buit up from sheets displaced according to the diagram (B). The dots represent the eight possible

sheet displacements as a fraction of the unit cell. Two sheets, however can only be connected if they are adjacent in this diagram; for example, 1 -s 3 is

allowed but 1 -s 2 is not allowed. The basic building block for the disordered structure is most conveniently taken as a Si aoTi80, 04 1 C unit. The framework

charge will be balanced by either sodium or potassium cations. The titanium atoms are octahedrally coordinated and are linked to one another in a

straight chain. These chains are aligned parallel to the main orthogonal channels alternating in direction as they are stacked along the c-axis. The tita-

nium octahedra are surrounded by 4 Si tetrahedra [each Si(3Si, 1Ti)] connected in such a way as to produce two three-rings. Four distinct types of

Si(3Si, 1Ti) are labelled A, B, C and D in the A diagram, of which three can be resolved by NMR. These Si atoms are themselves connected together in

purely siliceous five-rings where the apical Si of each five-ring is the remaining Si(4Si, OTi). Rods consisting of a chain of titanium octahedra surrounded

on both sides by silicon 5-rings are joined together in a perpendicular arrangement to generate seven-rings and the complete stacking of these rods

encompasses the large twelve-rings. The projection down the 1110] zone axes is shown (C) for polymorph B (space group C2/c), and the projection

down the [tool zone axis is shown (D) for polymorph A (space group P4 i ). Down the c zone axis, owing to the stacking disorder of the plane parallel to

the c-axis, there are no simple pores but a tortuous access may be gained by way of twelve-rings. Purple octahedra and brown tetrahedra contain Ti and

Si, respectively.
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4.3. Isomorphous Substitution in ETS-10 (20-22]

The anhydrous formula of ETS-10 is
M °zimTiSi 5O 13 , where M is a cation with charge m (Na+
and K+ in the as-prepared material). The cation density
in ETS-10 is, therefore, approximately equivalent to that
in a zeolite with Si/Al = 2.5 such as zeolite Y. This makes
ETS-10 potentially a very interesting material for both
cation exchange and catalysis. With regards to the latter
the high framework charge and cation exchange ability
should impart basic properties. On the other hand,
acidic properties could be introduced by forming brid-
ging hydroxyl groups such as Ti-(OH)-Si. To improve the
acid characteristics further, we have incorporated
aluminium and gallium into tetrahedral silicon sites,
thus generating sites for zeolite-type acidity. These mate-
rials are known as ETAS-10 and ETGS-10, respectively.
Consider again Figure 7. For the following arguments
the choice of ETS-10 polymorph is irrelevant as the local
T-site environment remains unaffected. In ETS-10 there
are two types of silicon chemical environments, Si(3Si,
1Ti) and Si(4Si, OTi), which give the two groups of NMR
resonances at -94 to -97 and ca. -103.7 ppm, respectively.
The ratio of these environments is 4:1. The spectrum
reveals a further crystallographic splitting of the Si(3Si,
1Ti) site. The spectrum of ETAS-10 contains all the ETS-
10 resonances plus two other peaks ca. 4 ppm downfi-
eld from the Si(3Si, 1Ti) signals which become stronger
when the framework aluminium concentration increa-
ses (Figure 9). These are ascribed to the framework
incorporation of aluminium to produce Si(2Si, 1AI, 1Ti)
environments (see Figure 8 A). It is important to note
that there is no signal ca. 4 ppm downfield from the
Si(4Si, OTi) resonance, showing no aluminium substitu-
tion neighbouring this silicon site and, hence, providing
a direct proof of Al, Ti avoidance:

Si	 Si	 Si

Si(3Si,1Ti)

Si(2S i,ITi,lA1)

Al/Ti
Si(4Si)

Figure 9. 29Si magic-angle spinning NMR spectra of ETAS-10 with

varying AI/Ti ratios as indicated. The linewidth of the peak at ca. -104

ppm varies linearly with the AI/Ti ratio.

27 A1

ETS-10	 Ti— I -- S
i
—Si—Ti

S i	 Si  
75 50	 25

a
two chemiol envirorntrna

The 27A1 MAS NMR (Figure 10) spectrum is also
indicative of this effect since it contains a single reso-
nance at ca. 60 ppm assigned to Al(4Si). A small contri-
bution from six-coordinated aluminium (ca. 2%) is
evidenced by resonances between O and -10 ppm. The
29Si MAS NMR spectrum of gallium-substituted ETS-10
resembles the spectrum of ETAS-10: a broad peak is
seen downfield from the Si(3Si, 1Ti) signals. This peak

400	 0	 -400

Figure 10. 27A1 and 71 Ga magic-angle spinning NMR spectra of ETAS-10

(AI/Ti = 0.24) and ETGS-10 (Ga/Ti = 0.37), respectively.
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can be deconvoluted into two component signals, each
one ca. 1.5 ppm downfield from the Si(2Si, 1AI, 1Ti)
resonances, and which we assign to Si(2Si, 1Ga, 1Ti) as
similar downfield shifts of the 29Si resonances have been
reported for gallium-substituted zeolites. No signals are
observed in the range -99 to -103 ppm of ETGS-10.
Detailed analysis of spectral intensities (I si) allow frame-
work Si/AI (or Si/Ga) and Si/Ti ratios to be calculated
from equations (1) and (2).

4-m 4-n

E 151(nA4mTi)
n=0 m=0

Si/A1 	4-m 4-n

0-25E E rl^.5i(n.^l,mli7

n=U m=0

4 -m 4- n

E E 1Si(nAi,mT0
n=0 m=0

Si/'li= 	 4-m 4-n

0.25E L misi(nAl,sTi)
n=0 m=0

On the other hand, the 71 Ga MAS NMR spectrum of
fully-hydrated ETGS-10 (see Figure 10) displays a broad
peak at ca. 160 ppm which is characteristic of four-coor-
dinated gallium. It is too early to say whether Al (Ga), Ti
avoidance is a general phenomenon is titanoalumino
(gallo)silicates. However, it seems logical that, when
possible, Al (Ga) and Ti will not be neighbours. We
have found that at relatively high Al and Ga framework
concentrations slight deviations from the Al (Ga), Ti
avoidance rule are observed.

So far we have only discussed the isomorphous
framework substitution of Si. Recently, in Aveiro, we
have been able to replace Ti by Nb(V), V(IV) and
(perhaps) Cr([II).

4.4. Titanium-Niobium-Silicates
With the Structure of Nenadkevichite [23,24]

Nenadkevichite is a very rare microporous tita-
nium-niobium-silicate mineral. Nenadkevichite from
Lovozero (Russia), first described by Kouzmenko and
Kazakova, has the composition (Na, Ca)(Nb, Ti)Si 2

0 7 2H 20 [25]. Nenadkevichite from Saint-Hilaire,
Quebec (Canada) crystallizes in space group Pbam: a
= 7.41 A, b = 14.20 A and c = 7.15 A. Its structure
consists of square rings of silica tetrahedra Si 40 1 _, in
the (100) plane joined together by chains of Nó0 6

octahedra in the [100] direction (Figure 11) [26]. The
pores accommodate Na in two partially (0.53 and
0.54) occupied sites and H 2O in two fully occupied
sites. Other minerals with a similar structure contain
progressively more Ti' 1 + proxying for Nb 5+ to the mine-
ral labuntsovite which is essentially (Na, K, Ba) 2Ti 2 (O,
OH) 2 Si 4 O 12 3H 2O [26,27].

We have prepared synthetic analogues of

Figure 11. Nenadkevichite [001] projection. Purple octahedra and

brown tetrahedra contain Ti (or Nb) and Si, respectively.

nenadkevichite with Ti/Nb molar ratios of 0.8, 2.0, 4.1,
12.3 and 17.1. We have also synthesized a purely tita-
nous sample. These materials display powder XRD
patterns (Figure 12) which are characteristic of nenad-
kevichite (see JCPDS cards 8-105, 37-484 and 25-1189)
[26,27]. For Ti/Nb > 4.0 a splitting of the lines at 12.7° 20
and 27 - 29° 20 is observed. Interestingly, the XRD
pattern of the sample containing no niobium is charac-
teristic of nenadkevichite rather than labuntsovite. The
29Si solid-state MAS NMR spectra (not shown) of nenad-
kevichite materials contain a main peak at ca. -90.8 ppm
confirming the presence of Si(2Si, 2Ti) environments.
With increasing titanium content a second fainter peak
grows at about -96 ppm. At present, the assignment of
this resonance is not clear, although we have observed
that it becomes much stronger upon Na+-ion exchange.
The 93Nb MAS NMR spectra (Figure 13) display a single

10	 15	 20	 25	 30
	

35
	

40

20/degrees

Figure 12. Powder X-ray diffraction patterns of synthetic nenadkevichite

materials. The Ti/Nb molar ratios are indicated.

(1)

(2)
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TONb

TiO61106 m

Nb06

]
Nb06

12.3

4.1

0.8

ons. Bands at 274 - 310 cm I have been assigned to O-Ti-
O rocking [29]. ETS-l0 and ETS-4 contain octahedral
Ti4+ and give strong bands at 730 and 775 cm I and seve-
ral bands centred at ca. 310 and 240 cm - I, respectively.
In conclusion, Raman spectroscopy clearly shows that
octahedral Nbs+ is substituted by octahedral Ti 4+ in the
framework of synthetic nenadkevichite.

• 1.99 A   

• 
1A

•  

Nenadkevichite

N b205

1000	 500	 0	 -500	 -1 000

ppm from Nb205

Figure 13. Typical 93Nb magic-angle spinning NMR spectrum of synthe-

tic nenadkevichite (Ti/Nb = 2.0). For comparison, the spectrum of

Nb20; is also depicted. The arrows indicate the central line (the other

peaks are spinning sidebands). The inset shows the local environment

of Ti and Nb in the mineral nenadkevichite.

resonance at ca. 0 ppm from Nb 905 consistent with the
presence of hexacoordinated niobium. The sideband
MAS pattern associated with this resonance indicates
that the local niobium environment in nenadkevichite is
more distorted than in Nb 20 5 . The diffuse-reflectance
ultraviolet spectra of nenadkevichite materials and ETS-
10 (not shown) are similar, hence confirming that tita-
nium is in an octahedral environment. Raman spectra
provide perhaps the best evidence for the isomorphous
substitution of Ti 4+for Nbs+in the framework of synthetic
nenadkevichite. The Raman spectra of Ti/Nb = 0.8
nenadkevichite (Figure 14) displays two main bands at
668 and 226 cm I which we attribute to Nb0 6 octahedra.
With increasing Ti content the Raman intensity of these
bands decreases (particularly of the former) while
simultaneously two other strong bands grow at ca. 764
and 290 cm - I. We assign these bands to TiO 6 octahedra.
The bands at 940, 878 and 520 cm - I also increase its
intensity. Niobium-silicate glasses and several crystalline
solids give bands at 600 - 800 cm - I, which have been
assigned to Nb0 6 octahedra with no non-bridging
oxygens (see ref. 28 and ref. therein). Bands seen at 230
- 280 cm I are also probably associated with Nb06 octa-
hedra [28]. On the other hand, titanosilicate glass bands
at 770 - 780 cm I have been assigned to the Si-O-Ti vibra-
tion of Ti in octahedral coordination, while bands at 710
cm I may be due to the Ti-O-Ti vibration in octahedral
coordination [29]. Bands in this spectral range may, in
addition, contain a contribution from SiO4 deformati-

100	 300	 500	 700
	

900	 1100

Raman shift (cm l)

Figure 14. Selected Raman spectra of synthetic nenadkevichite mated-

als. The Ti/Nb molar ratios are indicated. For comparison, the spectrum

of ETS-4 is also depicted.

4.5. Synthetic Analogue of Penkvilksite
and Other Titanosilicates /30]

As a result of a systematic study aimed at finding new
microporous titanosilicates we have prepared four new
materials, one of which (AM-3) possesses the structure of
penkvilksite. We have named these solids AM-n (Aveiro-
Manchester), n = 1 - 4. AM materials are often seen as low-
level impurities contaminating ETS-l0, ETS-4 and synthetic
nenadkevichite. The crystal structures of the AM solids are
still unknown but they behave much like microporous
materials, particularly AM-3. Figures 15 and 16 show SEM
images and XRD patterns, respectively, while Table 1
summarizes chemical analysis and adsorption data.

Table 1. Bulk chemical analysis and adsorption data on

AM materials.

AM-1	 AM-2	 AM-3	 AM-4

	

4.99	 3.05	 3.89	 1.81

	

2.06	 1.97	 1.96	 1.79

Maximum

water uptake

(gwate/gadsorbant)1
	

11.5	 8.2	 11.7	 7.0

(a) AM-1, -3, -4 contain only Na*, while AM-2 contains only K'.

Si/Ti
(Na, K)/Ti/O)
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Figure 16. Powder X-ray diffraction patterns of AM-n materials.

Figure 15. Scanning electron micrographs of AM-n materials.

Penkvilksite is a very rare sodium titanosilicate
discovered in 1974 in the Yubileynaya pegmatoid vein
of the Lovozero (Russia) alkalic pluton, with an ideal
formula Na4Ti 9Si 8O22 5H2O [31]. Since no suitable single
crystals are available for X-ray analysis the structure of
penkvilksite is not known in detail. Bunssen et ai. consi-
dered the mineral a "titanium zeolite" and suggested
that it consists of a framework of pyroxene chains and
columns of TiO6 octahedra [31]. The water is known to
be zeolitic.

4.6. The First Microporous Framework
Vanadosilicate With Six-Fold Vanadium [32]

When trying to replace selectively some titanium
by vanadium atoms in the framework of ETS-10, we
have prepared a faint green vanadosilicate (containing
no titanium) with the structure of ETS-10 which we have
named AM-6. Vanadium has already been introduced in
the framework of certain zeolites in small amounts.
However, cavansite and pentagonite, dimorphs of the
mineral Ca(VO)(Si 4 0 t0) 4H 2 O (Malheur County,
Oregon), are the only microporous framework solids
known to contain stoichiometric amounts of vanadium

Rev. Port. Quin. 3 (1996) 43



Figure 17. Canvasite structure: [001] (left) and [010] (right) projections. Light-brown tetrahedra and dark-brown square pyramids contain Si and V,

respectively. Ca cations and water molecules are depicted in dark blue and red, respectively.

[33,34]. The framework of cavansite (Figure 17) is

formed by silicate layers of four- and eight-membered

rings of tetrahedra connected vertically by V4+ cations in

a square pyramidal coordination. Replacement of the

VO 5 group by two bridging oxygens would produce a

tetrahedral framework topologically identical to that of

zeolite gismondine. The Ca cations and the water mole-

cules reside in the channels formed by the eight-

membered rings and between the SiO 2 layers. Cavansite

has channels running parallel to the c direction with a

free diameter of only 3.3 A in the hydrated state [33,34].

Hence, both canvasite and pentagonite are likely to

behave (at best) as small-pore materials.

Nitrogen adsorption isotherms on ETS-10 and

AM-6 (not shown) are both rectilinear, characteristic

of microporous materials, with maximum uptakes of

ca. 0.12 and 0.15 -,nitrogen"gadsorbant, respectively.

Thermogravimetric analysis gives for AM6 a weight loss

(water) from 50 to 400 °C of ca. 11%, similar to that

measured for ETS-10. Our best AM-6 sample seems to be

a pure phase. Scanning electron microscopy (Figure 4)

shows that this material contains only a very small

amount of quartz as impurity. The cuboid AM-6 crystals

are similar to ETS-10 crystals, with a particle size of

around I to 3 rim. Because AM-6 is much less stable

than ETS-10 in the electron beam the HREM images (not

shown) are of a somewhat lower quality than those

obtained for ETS-10 (Figure 6). Despite this, HREM

evidence clearly shows that AM-6 is indeed a wide-pore

material with a structure closely related to that of ETS-

10. Detailed analysis of the micrographs suggests that

the stacking disorder is similar in both materials.

The powder XRD patterns of ETS-10 and AM-6

shown in Figure 5 further confirm that the two solids

have very similar structures. The strongest AM-6 reflec-

tion appears at a d-spacing (3.599 A) slightly lower than

that of ETS-10 (3.614 A) but this is not altogether unex-

pected since V4+ and Vs* are slightly smaller than Ti 4+.

The Raman spectra of ETS-10 and AM-6 are shown

in Figure 18. The former displays a strong band at 730

cm I associated with the TiO t, octahedra while AM-6 gives

a strong and sharp signal at 870 cm- I. Octahedrally coor-

dinated vanadate species are usually not symmetric and

in general their Raman bands can not be used to finger-

print their structures. For an ideal VO 6 octahedron the

highest frequency stretching bands are estimated to

occur as low as 607 cm I [35]. However, in practice the

bands appear at much higher frequency. For example,

one of the most regular VO6 octahedral structures known

is contained within the decavanadate ion in

Na6V 10O28. 18H 2O• the highest stretching frequency from

this structure appears at 830 cm I [35]. We assign the AM-

6 band at 870 cm 1 to relatively undistorted VO 6 octahe-

dra. Since the Raman spectra do not display the charac-

teristic bands at 994, 701, 526 and 481 cm - I our AM-6

samples do not seem to contain any V,O 5 . The structure

of AM-6 may only contain (short) terminal V = O bonds

in defect sites or on the surphace of crystallites. In

accord, the main AM-6 band is seen at 870 cm I whereas

the Raman bands associated with V = O bonds usually

appear at 900 - 1000 cm I [35]. Close inspection of the

spectrum of AM-6 reveals the presence of a faint band

(not seen for ETS-10) at 946 cm I which is perhaps due to

a relatively small number of V = O bonds in the environ-
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ments mentioned above. In the spectral range 100 to
700 cm' most AM-6 bands are also exhibited by ETS-10.
However, the bands of the former are much weaker and
seem to appear at slightly different frequencies. The
band at 461 cm I is not seen in the spectrum of ETS-10.

The room-temperature electron paramagnetic
resonance spectrum of AM-6 (not shown) displays a
single and relatively broad resonance (peak-to-peak
width ca. 53 G) centred at g = 1.9545, lacking hyperfine
structure, indicating the presence of (non-isolated) V4+
in dipolar interaction with other V 4+ ions. Although we
were unable to observe any 51V MAS solid-state NMR
signals from the samples prepared so far, the frame-
work of AM-6 probably also contains V5+. Indeed, the
presence of paramagnetic V4+ may render the V5+ signal
too broad to be detected. On the other hand, prelimi-
nary experiments show that upon calcination in
oxygen (or air) at 400 °C AM-6 turns from faint green to
white and gives a broad 51 V MAS NMR signal at -566
ppm (relative to VOCI 3). However, powder XRD (not
shown) suggests that the AM-6 structure has partially
collapsed. At 450 °C the sample is completely amor-
phous. Hence, we can not draw any conclusions about
the coordination of vanadium in AM-6 based on the
NMR results.

5. Conclusions and Overview of Future
Research and Applications

Unlike traditional zeolites, microporous framework
titanosilicates contain atoms in four- and 6-fold coordi-
nation. These materials possess completely (and someti-
mes entirely unexpected) novel structures which,
combined with the presence of redox centres in the
framework, afford them great potential to be used in a
range of important areas such as heterogenous catalysis,

100	 300	 500	 700
	

900	 1100

Raman shift (cm' )

Figure 18. Raman spectra of microporous titanosilicate ETS-10 and

vanadosilicate AM-6.

Figure 19. The skeleton of aluminium methylphosphonate AIMepO-13

(bottom) is built up of fused four-ring chains and forms unidimensional

18-ring channels of ca. 5.8A cross-section fringed with methyl groups

(small dark blue spheres). The asymmetric unit of AIMepO-13 (top)

contains six crystallographically independent CH 3PO3 tetrahedra which

share oxygen atoms at their corners with three adjacent Al atoms.

Among the four independent Al atoms, three (depicted by arrows) are

tetra-coordinated and the fourth is hexa-coordinated, all of which are

bound by phosphonates. Pink spheres denote Al, green P, red 0, grey C

and yellow spheres denote H atoms. P-containing tetrahedra and Al-

containing polyhedra are depicted in green and pink, respectively.

ion-exchange and adsorption processes. ETS-10 has alre-
ady found application in the manufacture of chlorofluo-
rocarbon (CFC)-free air conditioners based on evapora-
tive and desiccant cooling (see ref. 36 and references
therein). In addition, since it has a high affinity for Pb 2+
(via ion-exchange), it may find applications in water
treatments. ETS-10 and ETAS-l0 have low acidity and we
have found that they are very good heterogenous
catalyst for certain processes [37]. ETS-10 is a very
active and selective catalyst for the double-bond isome-
rization of 1- to 2-butene [38]. ETS-10 has also been
shown to be a good ruthenium catalyst support for
Fischer-Tropsch synthesis [39]. ETS-10 and nenadkevi-
chite possess local asymmetric Ti(IV) and Nb(IV) envi-
ronments (see inset in Figure 13) [17,24] which have
been found in materials which display non-linear opti-
cal activity such as KTiO(PO 4) [40,41]. Therefore, it is

7

C
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possible that they may also be optically active and, if so,

they would combine this property with microporosity.

Since, via framework substitution, one can prepare

materials with a wide range of (for example) Nb/Ti

ratios it may be possible to "tune" the optical properties.

We have found that the vanadosilicate AM-6 is antiferro-

magnetic at low temperatures, due the strong coupling

between V(IV) spins. However, it may be possible, via

dilution of V(IV) (dt) centres with V(V) or Ti(IV) (d°),

to obtain a ferromagnetic or ferrimagnetic material.

In our laboratories we are currently trying to

prepare new microporous titanosilicates and related

materials. We believe (and already have good prelimi-

nary evidence) that it is possible to prepare vanadosili-

cates, zirconosilicates and perhaps niobosilicates. On

the other hand, other groups are making considerable

progress in the field of microporous transition-metal

phosphates. Recently, an exciting and unexpected

material (Figure 19) has been reported by Maeda et al:
the first microporous inorganic-organic composite,

aluminium methylphosphonate (AlMepO-13) [42,43].

The asymmetric unit of AIMepO-13 contains six crystallo-

graphically independent CH 3 PO 3 tetrahedra which

share oxygen atoms at their corners with three adjacent

Al atoms (which are in four- and six-fold coordination).

It is clear that presently the science of microporous

framework materials is alive and is not restricted to four-

fold aluminium and silicon. The challenge for the future

is to prepare microporous solids using most of the

elements in the periodic table.
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Porphyrins and the Photodynamic
Therapy of Cancer
As Porfirinas e a Terapia Fotodinâmica do Cancro

MARIA DA GRAÇA HENRIQUES VICENTE

DEPARTAMENTO DE QUIMICA, UNIVERSIDADE DE AVEIR O. 3810 AVEIRO, PORTUGAL

The radiotherapy and the chemotherapy, normally

used for the treatment of cancer, can induce

dangerous side effects due to their indiscriminately

destruction of both normal and tumor tissues.

Photodynamic therapy (PDT) is a new technique for

the treatment of various types of malignant tumors.

PDT is based on the ability of some porthyrins and

porphyrin-like chromorphores to be accumulated

selectivity in tumor tissues; tumor necrosis can be

obtained by irradiation of the neoplastic area with

light of the appropriate wavelength. Until now a

few thousand patients have been successfully

teateo by PDT worldwide. This article reviews the

synthesis, main characteristics and mechanism of

action of the main porphyrin-like chromophores

used in PDT.

A radioterapia e a quimioterapia, normalmente usadas
para o tratamento do cancro, podem original efeitos
secundários perigosos, devido à destruição
indiscriminada que provocam nos tecidos normais e
cancerígenos. A terapia potodinamica (PDT) é uma
técnica nova para o tratamento de vários tipos de
tumores malignos. A PDT baseia-se na capacidade que
algumas porfirinas e compostos afins tem para se
acumularem selectivamente nos tecidos cancerígenos; a
destruição dos tumores é obtida através da irradiação
da área neoplástica com luz de comprimento de onda
apropriado. Até hoje, alguns milhares de doentes tem
sido tratados com sucesso pela PDT, por todo o mundo.
Neste a rt igo é feita uma revisão sobre a sintese,
principais características e modo de acção dos
principais compostos do tipo porfirínico usados em PDT.

Introduction

p hotodynamic therapy is a form of photochemo-

therapy (PCT) that combines visible light, mole-

cular oxygen and a porphyrin-based photosensi-

tizing drug to achieve an efficient therapeutic effect. In

this method of cancer treatment neither the light nor

the drug has any independent biological effect. In

PDT, dangerous side effects in normal tissues which

are common in chemotherapy and radiotherapy, can

be avoided since the photosensitizer selectively accu-

mulates in the tumor tissues. New developments in

lasers and fiber optics have made possible the treat-

ment of different kinds of tumors, both internal and

external.

It has been known for over seventy years that some

porphyrins have a natural tendency to selectively loca-

lize in malignant tumors compared with normal tissue.

Upon activation with red light, these porphyrins

become very toxic to the surrounding environment; it is

believed that they sensitize the production of singlet

oxygen and other types of radicals that are very toxic to

the tumor cells. Therefore, porphyrins have been

successfully used as photosensitizers for PDT. The

phototoxicity of the porphyrins and derivatives is

mainly determined by their photophysical and photo-

chemical properties and by their degree of tumor selec-

tivity. The basic PDT treatment consists of injecting a

patient with the porphyrin sensitizer and then waiting a

certain time for the photosensitizer to localize in the

tumor tissues. The porphyrin containing tumor cells

fluoresce in ultraviolet light and this can be used for

detection of neoplastic tissues. The activation of the

photosensitizer, by irradiation of the tumor with light of

the appropriate wavelength, leads to the generation of

cytotoxic species and destruction of the tissues.

Photofrin® is currently the photosensitizer used world-

wide in PDT and it has been successfully used in over

ten thousand patients since its first preparation in 1981.

However, due to its complicated composition and weak

absorption in the red light region, new improved subs-

tances have been investigated as potential photosensiti
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zers for PDT. Second generation drugs have been propo-
sed and some are already in Phase I/II clinical trials. In
this article an historical view of PDT is first given, follo-
wed by discussion of the mechanism of action and
structural features of the second generation of photosen-
sitizers with potential use in PDT (for recent reviews see
[1-6]).

Historical

In 1900, Raab [7] for the first time reported the
use of acridine (1) on paramecium for the detection
and treatment of tumor cells. Three years later,
Jesionek and Tappeiner [8] demonstrated the use of
eosin (2) in the treatment of human tumors. In 1908,
Hausman [9] first noted the photodynamic properties
of hematoporphyrin-IX (HP) (3) and described the
treatment of cancer cells in rats. In the following
twenty years, a large number of compounds were used
to induce cancer in laboratory animals. In 1942, Auler
and Banzer [ 10] and Figge [ 11 ] showed that HP (3)
had a great affinity for malignant tissue. Some other
porphyrins, e.g. protoporphyrin-IX (PP) (4), meso-
porphyrin-IX (MP) (5), deuteroporphyrin-IX (DP) (6)
and coproporphyrin (10), were classified as naturally
occurring cocarcinogenic compounds. Other fluores-
cent compounds such as eosin, fluorescein, rhoda-
mine, dihydrocollidine, methylene blue, thioflavin,
toluidine blue and riboflavin were also used, but none
exhibited such a strong affinity for the neoplastic
tissues as did the porphyrins. In the 1950s, many other
authors [12] demonstrated that porphyrins have a
tendency to accumulate in both animal and human
tumor tissues and that they could be used for the
detection and delineation of neoplastic tissue.
However, the early studies in humans required large
dosage of HP (3), [12c] which increased the danger of
photosensitivity of the patients, sometimes causing
severe skin necrosis upon exposure to strong light.

In the early 1960s, Lipson et al. [13] introduced an
improved technique using a hematoporphyrin deriva-
tive (HPD) for the detection and treatment of malignant
tumors in humans. They demonstrated that HPD had a
greater tendency to accumulate in malignant tissue than
did HP (3) and also that it had superior fluorescent
properties. To prepare the HPD product, Lipson et al.
[13c] dissolved HP (3) in a solution of 19:1 glacial
acetic acid/concentrated sulfuric acid, filtered the resul-
ting mixture and treated the porphyrin solution with 3%
sodium acetate. The presumably acetylated products
were collected by filtration and dissolved in saline solu-
tion containing sodium hydroxide. The final pH was
adjusted to 7.4 with hydrochloric acid and the HPD
product was stored at -30°C, in the dark. Since 1961
many investigators have used HPD in combination with
light for selective in vivo tumor destruction.

Various investigators, using high performance

liquid chromatography (HPLC) techniques, demonstra-
ted that HPD is a complex mixture of compounds. The
major components have been identified as HP (3), PP
(4), hydroxyethylvinylporphyrin (HVD) (7 and 8),
diacetoxyethyldeuteroporphyrin-IX (DAD) (9), and
aggregates (dimers and higher oligomers) of porphy-
rins [14]. In 1981, Dougherty et al. [15] used gel exclu-
sion chromatography to purify the HPD material. In
this way they were able to remove most of the mono-
meric porphyrins and therefore obtain a purified high-
molecular weight aggregate that accounted for essenti-
ally all of the photo-activated tumoricidal activity of
HPD. In addition, the skin photosensitivity of animals
receiving an equivalent tumoricidal dose (when activa-
ted by light) of this purified active component was
greatly reduced compared to HPD. Thus, an improve-
ment in therapeutic ratio was achieved using this puri-
fied material, known today as Photofrin®. This purified
HPD material has been the subject of numerous
studies in an attempt to unambiguously identify its
active compounds. Dougherty et al. [16] first described
the active compound of HPD as dihematoporphyrin
ether (11 and isomers). A few years later, Kessel [17]
proposed dihematoporphyrin ester (12 and isomers)
as the active component of HPD. Some authors [18]
have proposed a mixture of the two dimers (11) and
(12) for the active component of HPD. Other studies
have suggested that the active species in HPD is a
mixture of dimers and higher oligomers linked by
ether, ester and even carbon-carbon bonds [19]. More
recently it was reported [20] that the ratio
monomer:dimer:oligomer for HPD is 22:23:55 and for
Photofrin® is 14:19:67.

The rights to Photofrin® belonged to Oncology
Research and Development, Buffalo, from 1981 until
1985 whereupon an agreement for transfer of the patent
was negotiated with Johnson & Johnson. In 1987 the
rights to Photofrin® were sold to Quadra Logic
Technologies (QLT), Vancouver. The QLT company
together with American Cyanamid/Lederle Laboratories
are currently obtaining world-wide marketing approval
for Photofrin®. The first Phase III clinical trials using
Photofrin® began only in 1988. In 1993 the Canadian
Health Protection Branch announced the first approval
for the use of Photofrin® in the treatment of superficial
bladder cancer [2]. In 1994 approvals occurred in
Holland and Japan, in 1995 in the US, and in 1996 in
France.

The photodynamic effect

Porphyrin-induced photodynamic damage to cells
results in modification of many cellular components
and functions. For example, inhibition of transport
across the cell membrane, inactivation of enzymes,
impaired protein synthesis, vascular damage, effects on
DNA, membrane swelling and complete membrane
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lysis, and vessel constriction and degeneration have all
been reported [21]. It has also been observed [22] that,
while the cell plasma membrane may be altered due to
HPD photodynamic damage, it may not be a primary
event. Effects at the nuclear and mitochondria] membra-
nes may be of primary importance to the ultimate
demise of the cell. Interestingly, not all effective photo-
sensitizers cause the same primary effects [23].
Ackerman et. al. [24] showed that singlet oxygen, a
short-lived electronically excited state of molecular
oxygen, is the effective cytotoxic agent in many
photodynamic reactions. In vivo experiments have
shown [25] that oxygen is required in order to have an
effective photodynamic reaction. More evidence inclu-
des inhibition of cell killing when quenchers capable of
trapping oxygen radicals are added [26], and enhanced
killing in D 20-containing systems [27].

Upon activation with red light, an electron of the
porphyrin nucleus is excited from the ground-state to an
excited singlet state (Figure 1). The electron then can
either return to the singlet ground-state with the emis-
sion of light (heat, fluorescence), or it can change its
spin via intersystem crossing (ISC) to give the triplet
state, which has a slightly lower energy [28]. The decay
of the triplet to the singlet ground-state is slow because
according to the spectroscopic selection rules, the tran-
sition is forbidden. The metastable triplet porphyrin
sensitizer therefore has time to react with its chemical
environment, transferring energy to produce forms of
oxygen known to be lethal to cells. There are two possi-
ble mechanisms for the transfer of the energy of the
sensitizer [29]. In the designated Type II photooxygena-
tion mechanism, the excitation energy is transferred to
molecular oxygen in its ground-state (triplet) to produce
highly reactive (toxic) singlet oxygen. In this process the
photosensitizer acts catalytically since its function is to
absorb light energy and to transfer it to molecular
oxygen, regenerating ground state photosensitizer.
Singlet oxygen is a powerful oxidant that reacts with a
variety of biological molecules and assemblies [30] .

In the so-called Type I mechanism the excited
triplet state of the sensitizer may react, for example by
abstracting a hydrogen atom from a substrate molecule,
or undergo electron transfer. The latter may be followed
by the formation of, for example, the superoxide ion and
radical anion, and the hydroxyl and hydroperoxyl radi-
cals. Some of the radicals produced by these reactions
can subsequently react with oxygen to produce a wide
variety of oxidized products such as peroxides. The first
excited singlet state of the porphyrin can also participate
in an electron transfer process with a biological subs-
trate, resulting in the photobleaching of the photosensiti-
zer and the destruction of the substrate [31]. Although
some work has been done to identify the photoproducts
of HPD photosensitizing reactions in model systems [32],
in vivo products are not yet identified. Recently, the in
vivo formation of a chlorin-type photoproduct from
protoporphyrin-IX (4) was reported [33].

Figure 1 – Energy diagram (excluding vibrational levels) showing

porphyrin and oxygen singlet and triplet states. P = porphyrin sensitizer,

* = electronically excited state; 1 = singlet excited state, 3 = triplet exci-

ted state.

Most of the new photosensitizers for PDT have
quantum yields for singlet oxygen production >0.5
which means that singlet oxygen can be produced in
considerable amounts when the photosensitizer is acti-
vated by red light. The importance of the singlet oxygen
mechanism gives rise to another problem for the
photodynamic effects, which has to do with the concen-
tration and consumption of molecular oxygen in the
tumor cells; PDT induces vascular damage resulting in
reduced microcirculation within a few minutes, which
further reduces the oxygen supply to the tumor. Low
vascular density tumors are more sensitive to oxygen
consumption than highly vascularized tumors [34]. It
has been reported that tumor oxygenation may be
improved by breathing a perfluorochemical emulsion
and carbogen (95% 02 , 5% CO,) [30].

Most clinical studies use lasers as the source of red
light, in order to take advantage of the high coupling
efficiency to optical fibers which allows a beam of
intense light to be delivered conveniently to many areas
of the body. One of the more practical recent advances
in PDT is the availability of diode lasers as light sources.
The more compact diode lasers are much cheaper and
have minimum power requirements. The reason for
using red light rather than shorter wavelengths, which
actually are absorbed more strongly by Photofrin®, is
that the red light is considerably more penetrating
through tissue [35] due in part to the presence in tissue
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of strongly absorbing melanin and hemoglobin. Light
scattering is also much greater at shorter wavelengths.
The choice of 630 nm light, normally used in PDT, is
therefore a compromise between optimal tissue trans-
mission and Photofrin® absorption.

First generation photosensitizers

The original HPD material (also designated as
Photofrin I) [ 13] and the purified HPD material known
as Photofrin® (initially known as Photofrin II) [15] repre-
sent the first generation of photosensitizers. A number of
problems in PDT are the consequence of the complex
nature and instability of the first generation photosensiti-
zers. They vary in composition from preparation to
preparation and have been observed to degrade with
time to yield inactive side products [36]. The commer-
cial Protofrin® was originally shipped and stored at -78°C
and only warmed to room temperature immediately
prior to use, a freeze dried preparation is now available.
Other disadvantages of the first generation photosensiti-
zers are the weak absorption at 630 nm (presumably
requiring larger doses of drug to obtain a satisfactory
therapeutic effect), the poor selectivity for tumor tissues,
and the long retention period (2-3 months) in cutaneous
tissues, which causes skin photosensitivity. Research in
the last 15 years has turned to the preparation of the so-
called second generation photosensitizers for PDT.
These are mostly pure compounds, with long wave-
length absorptions and enhanced photoactivity compa-
red with Photofrin®. Table 1 lists the long wavelength
absorptions and extinction coefficients of Photofrin and
some second generation photosensitizers. A new appro-
ach to increase selective localization of the photosensiti-
zers in tumor tissues and reduce skin photosensitivity,
consists of second generation photosensitizers bound to
special carriers.

Table 1. Long wavelength absorption maxima and

extinction coefficients of some typical PDT photosensitizers

Photosensitizer 7,max (nm) e (1.mol -1 .cm 1 )
Photofrin 630 3000

Chlorin p6 664 43000
Natural bacteriochlorin 785 150000

Benzoporphyrin 690 30000

Benzochlorin 660 35000

Azachlorin 670 50000

Zn-etioporphyrin 690 70000

Tetrabenzoporphyrin 685 120000

Zn-phthalocyanine 675 150000

Porphycene 630 52000

The basic requirements of a PDT photosensitizer
are that it should be minimally toxic in the dark, have
long wavelength absorptions (X > 630 nm) with high

extinction coefficients (s > 30000 L.mol -1 .cm 1 ), be prefe-
rentially localized in tumor tissue, have limited in vivo
stability for rapid clearance after treatment, and have
favorable photophysical properties. The most important
photophysical properties of the photosensitizer are the
energy (ET >_ 94 kJ.mol -1 ), lifetime (TT > 100 ms), and
quantum yield (4T > 0.4) of the triplet state. For the
singlet oxygen mechanism of tumor destruction, the
quantum yield of singlet oxygen (0 o > 0.2) is also an
important parameter. It is also very important that the
photosensitizer should have a short, high-yielding and
inexpensive synthetic route leading to a single pure
substance.

The light penetration through tissues increases
(typically doubles from around 550 nm to 630 nm and
then again from 630 nm to 750 nm) and the scattering
of light decreases with the wavelength. It might be
expected that photosensitizers with the longest wave-
length absorptions would be more adequate for the
treatment of bulky tumors. However, there is a limit
for the value of the maximum wavelength of absorp-
tion of the photosensitizer due to the requirement for
singlet oxygen generation. The "phototherapeutic
window" has been reported to include light in the
600-1000 nm spectral region. The photosensitizer
energy of the triplet state should be greater than the
energy of the singlet oxygen, which is 94 kJ.mol -1

(1270 nm), for efficient singlet oxygen production.
For some potential photosensitizers with absorptions
near 1000 nm, the quantum yield of singlet oxygen is
zero probably because of their low energy of the
triplet state (ET < 94 kJ.mol -1 ). It has also been obser-
ved that some long-wavelength absorbing drugs
containing extended rt-systems are less kinetically
stable and more subject to photobleaching [5].
Therefore, the photochemical limitation to the long
wavelength of a photosensitizer is about 800 nm.
Light of this wavelength penetrates, in lightly pigmen-
ted tissues, up to 2-3 cm.

Second generation photosensitizers

Since the the early 1980s new improved photosensi-
tizers related to Photofrin® have been synthesized and
reported [1-6, 37]. These are the so-called second gene-
ration photosensitizers and some of them are already in
Phase I and II clinical trials. These photosensitizers are
based on cyclic tetrapyrrole molecules with intensified
long-wavelength absorptions. Only the metal-free or the
diamagnetic metal complexes (e.g. Al, Zn, Sn, Si, Ge, Ga,
Cd) of these macrocycles can be used in PDT, since a
paramagnetic ion would quench the photochemistry
necessary for sensitization.

The first second generation photosensitizers consis-
ted of pure porphyrin dimers and trimers linked by
ether, ester, and carbon-carbon double bonds, in a
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mimic of the presumably active components of
Photofrin® [38]. However, these compounds showed
low photoactivity compared to Photofrin®. By judicious
substitution of the porphyrin ring it is possible to move
the long wavelength absorption band of the porphyrin
spectrum further to the red region. However the effect is
small and the extinction coefficient of the longest wave-
length absorption is only modestly increased. Therefore
research has turned to the synthesis of chlorin and
bacteriochlorin type macrocycles. Reduction of the
porphyrin macrocycle (for instance with diimide) leads
to the formation of chlorins (,max = 650-690 nm)
(Figure 2) and bacteriochlorins (max = 720-760 nm)
which have red-shifted, high extinction coefficient
absorptions, and which allow in principle the use of
lower doses of photosensitizer. It has also been reported
that chlorins do not cause severe cutaneous photosensi-
tization as porphyrins usually do [39]. Natural chlorins,
such as chlorophyll-a (13) and bacteriochlorophyll-a
(14) have been used as photosensitizers for PDT [40].
Some chlorophyll-a derivatives were prepared mainly by
demetallation, cleavage of the phytyl group, and reacti-
ons on the isocyclic cyclopentanone ring of (13) [41].
For example chlorin e 6 (15) [42], N-aspartylchlorin e s

(16) [43], chlorin p 6 (17) [44] and its lysyl derivative
(18) [45] are all active in PDT. Chlorin e 6 (15) is obtai-
ned from chlorophyll-a (13) by demetallation, transeste-
rification using methanol/5% sulfuric acid, cleavage of
the cyclopentanone ring with sodium methoxide/metha-
nol, and basic hydrolysis of the resulting methyl esters.
Chlorin p6 (17) is obtained from purpurin-18 methyl
ester (19), a chlorophyll-a degradation product, by
simple hydrolysis of the anhydride ring and the methyl
esters. Lysyl chlorin p6 (18) is prepared by treatment of
purpurin-18 (19) with lysine in a mixture of dichlorome-
thane, pyridine, and water. The bacteriochlorin (20) has
a long-wavelength absorption at 815 nm, and has shown
promising anti-tumor activity [46]. The bacteriochlorin
(20) is also prepared from purpurin-18 methyl ester (19).
The anhydride ring in (19) is first replaced with the
imide ring in (20) by reacting (19) with lysine ethyl ester
followed by cyclization of the open chain product with
Montmorillonite K10 clay suspended in dichlorome-
thane. The [3-vinyl group is then converted into the [3-
formyl group by reaction with osmium tetroxide/sodium
periodate. This conversion produces a 30 nm red shift in
the optical spectrum whereas the imide ring produces a
40 nm red shift relative to the open chain amide product.
The vic-dihydroxy-bacteriochlorin (20) is produced by
the reaction of the 13-formyl-chlorin analogue with
osmium tetroxide/pyridine, and then with hydrogen
sulfide gas, which cleaves the intermediate osmate
complex. Many other potential photosensitizers have
been prepared from compound (19) since it is possible
to open the anhydride ring of (19) with a number of
different kinds of nucleophiles, such as amino acids.

Some synthetic chlorins and bacteriochlorins have
been found to be good photosensitizers for PDT. For

example, meso-tetrakis(m-hydroxyphenyl)chlorin (21)
has been used in clinical trials since 1991 [5, 47].
Chlorin (21) was prepared by reduction, with diimide,
of the meso-tetrakis(m-hydroxyphenyl)porphyrin, which
was synthesized from the corresponding meso-
tetrakis(m -methoxyphenyl)porphyrin by cleavage of the
methyl ethers with BBr3 at low temperatures. The meso-
tetrakis(m -methoxyphenyl)porphyrin is prepared in
moderate yields, in a one step reaction, by condensa-
tion in acidic media of pyrrole and m-methoxybenzal-
dehyde. Although simple to prepare, chlorin (21)
causes skin photosensitivity of the patients, presumably
in part due to its different structure (it has a meso rather
than a p substituted macrocycle) from the natural
occurring chlorins. A disadvantage of using chlorins and
bacteriochlorins as photosensitizers for PDT is their re-
oxidation back to porphyrins, with loss of the intense
long-wavelength absorption necessary for deeper tissue
penetration and greater photosensitizing activity.
Furthermore, in vivo oxidation of the photosensitizers
may result in the formation of a new chromophore
absorbing at a different wavelength, thus reducing the
photodynamic efficiency. In order to prevent dehydro-
genation, chemically stable chlorin macrocycles having
an isocyclic ring or containing a keto or geminal alkyl
groups [48] were synthesized. Examples are the oxoch-
lorin (22) [49], the benzoporphyrin derivative mono-
carboxylic acid (BPDMA) (23) [50] and the etiopurpu-

500	 600	 760
Wavelength (nm)

Figure 2 – Typical optical spectra (450-750 nm), of a porphyrin (—)

and a chlorin (---).
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rin (24) [51], which have already been used in success-
ful clinical trials. The main step in the preparation of
oxochlorin (22) is the oxidation of the starting porphy-
rin with osmium tetroxide followed by an acid-catalyzed
pinacolic rearrangement (Scheme 1). The treatment of
porphyrins with osmium tetroxide and the migratory
aptitudes in the pinacolic rearrangement have been
reported [52]. It has been shown that the osmium tetro-
xide reaction can be directed to give bacteriochlorins if
the substrates in the reaction are chlorins (e.g. in the
synthesis of bacteriochlorin (20)). The BPDMA (23)
was prepared from protoporphyrin-IX (4) by the Diels-
Alder [4+2] cyclization reaction using dimethyl acetyle-
nedicarboxylate as the dienophile, followed by reaction
with base. Triethylamine and 1,8-diazabicyclo
[5.4.0]undec-7-ene (DBU) are used to promote rearran-
gement of the Diels-Alder adduct intermediate to give
the cis-cyclohexadiene product. Recently, some deriva-
tives of BPDMA with good photodynamic activity have
been reported [53]. The etiopurpurin (24) was prepa-
red by the intramolecular cyclization of a meso-acrylic
acid chain onto the adjacent [3-position, under mild
conditions. The meso-acrylic acid chain is introduced
by Vilsmeier reaction (N,N-dimethylformamide/POCI 3)
followed by the Wittig reagent (carbethoxym-
ethylene)triphenyl phosphorane. More recently, other
promising chlorin and bacteriochlorin macrocycles
have been synthesized. Examples are the bacterichlorin
(25) [54], the benzochlorin (26) [55], and the naph-
thochlorin (27) [56]. The bacteriochlorin (25) was
prepared by the double cyclization of an acrolein and
an acrylic acid chains on two adjacent meso positions
of octaethylporphyrin (OEP), using trifluoroacetic acid.
Compound (25) shows an intense absorption at 890 nm.
Benzochlorins are in pre-clinical trials and have
demonstrated good tumoricidal activity [57].
Benzochlorin (26) was prepared from OEP as seen in
Scheme 2. The acrolein side chain was introduced by
the Vilsmeier reaction, using 3-(dimethylamino)acrolein
and phosphorus oxychloride. The cyclization of the
meso-acrolein chain, in concentrated sulfuric acid, onto
the adjacent [3-position of the macrocycle afforded (26)
in 40% overall yield. The naphthochlorin (27) was
prepared from the readily available meso-tetrakis(p-
methoxyphenyl)porphyrin (TMPP), as can be seen in
Scheme 3. The intramolecular cyclization of the [3-vinyl
group into the ortho position of the adjacent phenyl ring
afforded (27) in an overall yield of 50%. Research is
now in progress to demetallate naphthochlorin (27)
and to cleave the methoxyl groups in the presence of
BBr3 , to generate the free-base naphthochlorin (28). The
starting porphyrins OEP and TMPP are easily prepared
in one step due to their high symmetry [58].

Second generation photosensitizers derived from
phthalocyanines (29) [59] and naphthalocyanines (31)
[60], such as (30) and (32), are currently in clinical
trials and show good photobiological activity.
Phthalocyanines (,max = 680-720 nm) and naphthaloc-

,(=
LqH

t R I = R = = CHCH.

R I =R = =CH=CH,

f:R I =R= =H

f: R 1 = CH(OH)CH,. R' = CHCH= W

S: 12 1 = CH=CH=, R' = CHIOH)CH3

9: R I = R' = CH(OACICH,

Scheme 1 — Vicinal hydroxylation to give a dihydroxy-chlorin and acid

catalyzed pinacolic rearrangement to give the oxochlorin.

yanines (A.max = 760-800 nm) absorb light of longer
wavelength with higher extinction coefficients compa-
red to porphyrins, due to the extended conjugated R-

system. Furthermore, phthalocyanines and naphthaloc-
yanines absorb minimally in the wavelength region 400-

co,
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600 nm, so that induced skin sensitivity to sunlight is
smaller with these compounds than with porphyrins.
Both macrocycles (29) and (31) are readily prepared
by reductive tetramerization of, respectively, phthaloni-
triles and naphthalene-2,3-dinitriles, or equivalent mono-
mers. The tetramerization reaction occurs in the
presence of a metal or metal salt which acts both as a
template and an electron source. The disadvantage of
phthalocyanines is their high in vivo photostability,
which causes extended skin sensitivity in the patients.

Other reported photosensitizers for PDT that show
strong absorption bands at long wavelengths include
tetrabenzoporphyrin (33) [61], the azachlorin (34)
[62], the texaphyrin (35) [63], and the porphycene
(36) [64]. The tetrabenzoporphyrin (33) and other
benzoporphyrin derivatives have been successfully used
in in vivo PDT studies. However the literature methods
for the synthesis of these type of compounds give low
yields of impure products and new synthetic routes are
currently being developed [65]. Azachlorins have a
nitrogen atom in the place of one methine bridge of the
chlorin macrocycle, which confers a higher extinction
coefficient of the long wavelength absorption [66].
Although azachlorin (34) has not yet been tested in in
vivo PDT studies, it has good photophysical properties

27:R . =H,R'- =Me;
R . = Me. R2 =H;

e

E1	 e
a, b, c

e

Et

26

Scheme 2 — Synthesis of a benzochlorin. a) Cu(OAc) z /CHCI ; ;

b) 3-DMA/POC13 , CHZCIZ; c) NaHCO,; , sat. aq.; d) conc. H2SO4 ,2h, RT.

OH

O

Scheme 3 — Synthesis of a naphthochlorin. a) dil. H,SO 4 ; b) conc.

H2SO4 ; c) BBr,;

for sensitization. Azachlorins, like azaporphyrins, are
prepared from the naturally occurring bile pigment bili-
rubin. The bilirubin is first converted into biliverdin
which reacts with zinc acetate and then with acetic
anhydride to produce the corresponding zinc oxonia-
protoporphyrin. This compound is transformed into the
azaprotoporphyrin by cleavage of the oxonia bridge
with ammonia, followed by activation of the lactam
oxygen with trimethylsilyl polyphosphate (PPSE) and
recyclization in pyridine (Scheme 4). The resulting
azaprotoporphyrin is converted into azachlorin (34) by
reaction with singlet oxygen, reduction of the aldehyde
functions, cleavage of the porphyrin glycol formed,
reduction with sodium borohydride, and amide acetal
Claisen rearrangement of the intermediate allylic alco-
hol. Texaphyrins are expanded porphyrins that absorb
strongly in the 720-780 nm spectral region. The lantha-
num complex of texaphyrin (35) has been shown to be
an efficient singlet oxygen producer and photoactive in
in vivo experiments. These type of compounds are
prepared by the Schiff base condensation of diformyl-
tripyrranes with ortho-diaminobenzene derivatives, follo-
wed by aromatization using a metal salt, a base and air.
Porphycene (36) has a strong absorption in the red
region of the absorption spectrum and was reported to
be a good in vivo tumor localizer. However these types
of compounds are produced only in fairly low yields
from the coupling reaction of the corresponding
diformyl-bipyrroles, in the presence of low-valent tita-
nium complexes.

The porphyrin, phthalocyanine and porphycene
macrocycles are all hydrophobic, so many of the repor-
ted new effective photosensitizers (e.g. (24), (25), (26),
(30), (33), and (36)) are insoluble in water. In order to
obtain water solubility for injection into the bloods-
tream, polar hydrophilic substituents were introduced,
such as sulfonic acid, carboxylic acid, hydroxyl, and
quaternary ammonium salt functionalities. Derivatives
of chlorophyll-a (13) such as (15), (16), (17), and (18)
contain hydrophilic carboxylic acid groups and exhibit
good tumor localization. Amongst the meso-tetraaryl-
porphyrins the 3-hydroxy- and the 3,4-dihydroxyphenyl
derivatives have been reported to be 25-30 times as
potent as Photofrin® in sensitizing tumors [67].
Positively charged porphyrins and phthalocyanines
were shown to exhibit significant tumor photonecrosis
[68]. The photodynamic properties of sulfonated alumi-
nium (Ill) phthalocyanines (29, R = SO 3H) have been
studied and reported to be significantly influenced by
the degree of sulfonation (the mixture of the disulfonic
acid derivatives is the most active photosensitizer) [69].
The photosensitizer properties for effective in vivo tumor
localization are not yet completely understood but seem
to be connected with the lipophilicity and aggregation
behavior of the sensitizers. Highly lipophilic photosensi-
tizers are poorly soluble and strongly aggregated in
aqueous solutions, whereas hydrophilic ones generally
show lower cell membrane penetrating properties. It has
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been reported that macrocycles containing a suitable
combination of hydrophilic (for solubilization in the
aqueous media) and hydrophobic (for interactions with
the lipidic part of cell membranes) substituents orient
preferably in the cell membrane allowing a better tumor
accumulation [6, 67b, 70]. The effect of varying the
hydrophobicity of the macrocycle by changing the
length of the alkyl side chains has been shown to have a
significant response on in vivo tumor damage [71]. The
attachment of hydrophilic carbohydrate structural units
to the chlorin macrocycle [50] and the synthesis of
neutral glycosylated porphyrins derived from meso-tetra-
phenylporphyrin [72] have been reported.

The hydrophobic second generation photosensiti-
zers, e.g. (24), (25), (26), (29), (31), (33), and (36),
have been administered in vivo in an emulsifying agent,
such as a polymer or a liposomal preparation [73].
Some of the transport agents used include Cremophor
EL (CRM, polyoxyethyleneglycol triricinoleate), Tween
80 (TW80, polyoxyethylene sorbitan monoleate), and
DPPC (dipalmitoyl phosphatidylcholine). It has been
reported that the delivery system can greatly affect the
uptake of the hydrophobic photosensitizers by the
tumors [74], and there are problems concerning regula-
tory approval of these drug/delivery vehicle combinati-
ons. Carrier polymers, such as methoxy(polyethylene)
glycol and polyvinylalcohol, have the disadvantage of
exhibiting longer retention times in the serum [6].
Photosensitizers containing both hydrophilic and hydro-
phobic groups have also been coupled to delivery
systems.

29:0=1-1	 31:0=14
30: R = OC.,Hg 	32 R = NH000H3

OAc

a, b
	

t . d

It is generally accepted that the patterns of biodis-
tribution of the photosensitizers are correlated with the
association to low-density lipoprotein (LDL) and high-
density lipoprotein (HDL) receptors in in vivo normal
and tumor tissues [75]. The plasma protein LDL is a
natural carrier of porphyrins in blood and can incorpo-
rate more than 50 porphyrin molecules. The role of LDL
in the accumulation of porphyrins in tumor tissues has
been demonstrated in cellular models [76]. Cancer cells
exhibit high levels of LDL receptors, which can account
for the accumulation of porphyrins in tumor tissues. It
has been reported that LDL can also be used as an effici-
ent delivery system for the photosensitizers [77]. Certain
drugs, such as compactin and lovastatin, known to
increase the expression of the LDL receptor in cells,
have been reported to significantly increase PDT effici-
ency [78]. In vivo studies have indicated the importance
of both the photodynamic properties of the sensitizer
and the choice of the delivery vehicle as determinants
for PDT efficacy.

An interesting alternative to the injection of the
photosensitizer is its generation within the tissue. It has
been shown that 5-aminolevulinic acid (ALA), a bios-
ynthetic precursor of heme, can be efficiently used in
PDT [79]. The external administration of ALA leads to
the formation of protoporphyrin-IX (4), the immediate
precursor of heme, in photosensitizing concentrations.
However, only certain type of cells, including cancer
cells, can synthesize protoporphyrin-IX (4) after ALA
administration, which accounts for the selectivity of
ALA-induced phototoxicity in PDT. Most of the clinical
studies performed using this technique have involved
the topical application of ALA as a cream to skin lesions
[80]. In a few cases ALA has been given orally or injec-
ted, which generalizes this type of treatment to internal
tumors [81]. Since the protoporphyrin-IX (4) is synthesi-
zed within the mitochondria of living cells, it accumula-
tes inside those cells and little or no protoporphyrin-IX is
present in the general circulation. Therefore no skin
photosensitivity is usually detected in this treatment.
The rapid photobleaching of ALA-induced protoporphy-
rin-IX in normal skin, with the production of photopro-
ducts, has been reported [82].

33

cO;cly	 CO¢M,

Scheme 4 — Synthesis of a azaporphyrin from a zinc oxoniaporphyrin,

which is prepared from biliverdin. a) Zn(OAc) 2/THF; b) Ac20/THF; c)

NH3/CH3CN; d) PPSE, Py
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The New Approach

A major goal of PDT is to preferential destroy
tumor cells while sparing normal tissues. The mecha-
nism for tumor localization of the photosensitizers is
poorly understood, and it seems to depend on many
variables such as the photosensitizer, the delivery
system and the type of tumor. A new approach for the
selective delivery of the photosensitizers to tumor tissues
has been developed, and it is designated as antibody-
targeted photolysis (ATPL). This new approach uses
photosensitizers coupled to monoclonal antibodies
which bind specifically to the malignant cell surface
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antigens [6]. The malignant tumor cells have different
cell surface antigens from those of normal cells.
Therefore such conjugates can eliminate skin photosen-
sitivity and diminish toxic effects on the nontarget
normal tissues. Since the monoclonal antibodies are
responsible for the selective localization of the anti-
body-photosensitizer conjugate in the tumor tissues, the
photosensitizers used are selected for their binding
capacities and photophysical properties. The antibody-
bound porphyrins and chlorins totally retain their
photophysical properties [83]. A suitable functional
group on the photosensitizer is required for the direct
binding to the monoclonal antibodies. Carboxylic acid
groups have been used to form amide bonds with the
amino groups on lysine residues of the antibody. Several
sulfonated macrocycles were coupled using N-hydroxy-
succinimidyl-3-(2-pyridyldithio)propionate as the linking
agent [84]. However, when the photosensitizers bind
near the antigen binding sites, inactivation of the antibo-
dies can occur. To retain the antigen-binding activities
the photosensitizers have been coupled to carriers, such
as polyvinylalcohol and low molecular weight dextrans
[85]. The resulting conjugates have been reported to be
efficient generators of singlet oxygen and very selective
for tumor tissues. In the last ten years many different
photosensitizers conjugated to antibodies have been
used in the diagnosis and treatment of cancer [6, 86].

Conclusions

Although many new promising photosensitizers for
PDT have been synthesized and reported in the last 15
years, biological activity tests are only known for a small
part. Many major pharmaceutical companies have not
demonstrated much interest in this area, probably
because PDT effectiveness depends on a lot of factors.
The effect of a particular photosensitizer on a specific
type of tumor is difficult to predict and the same PDT
conditions can have different effects on different types
of tumors and patients. In the future new improved
sensitizers will undoubtedly be reported. Work will be
done to elucidate the photochemical mechanisms to
generate the cytotoxic species and the photobleaching
of the photosensitizers. A better control of the in vivo
behavior of the sensitizers will allow a more widespread
application of the PDT treatment. Finally, the applica-
tion of PDT to inactivate viruses in blood, such as the
herpes simplex virus (HSV) and the human immunode-
ficiency virus (HIV), is currently the subject of intense
interest and research.
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PF1/PF2: A Molecular Mechanics
Force Field for Conformational Studies
on Oxygen and Sulphur Compounds
PF1/PF2: Um Campo de Forças Mecânico-Molecular
para o Estudo Conformational de Compostos
de Oxigénio e Enxofre
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Potential energy functions and important details of

computacional procedures currently used in

Molecular Mechanics are reviewed. The general

orientation followed during the development of

the PF1/PF2 force fields and a series of selected

results are also presented and analysed to illustrate

the efficiency and reliability of these force fields, as

applied to conformational and vibrational studies

on oxygen and sulphur compounds.

Neste artigo, são discutidas as funções de energia
potencial e os aspectos mais relevantes dos
procedimentos computacionais correntemente
utilizados em Mecânica-Molecular. Apresenta-se a
orientação geral seguida durante o desenvolvimento
do campo de forças PF1/PF2, e discute-se uma série
seleccionada de resultados com ele obtidos, tendo
em vista ilustrar a eficácia e poder predictivo quando
aplicado ao estudo conformacional e vibracional de
compostos de oxigénio ou enxofre.

Introduction

n contrast to the more sophisticated quantum

mechanical treatments, the conventional and intui-

tive description of a molecule with specific bonds

between atoms has attracted the growing preference of

many scientists for methods, like Molecular Mechanics

(MM), that implement a classical representation of

molecules and compete with Quantum Mechanics in

the quality of the results.

The general principles of MM were laid down fifty

years ago [1]. In some small and simple molecules, it

was assumed that the molecular geometry would adjust

itself to the "natural" values of bond lengths and bond

angles. In more complex systems, van der Waals inte-

ractions between non-bonded atoms and correlations

between bond angles could cause deviations from

those values. Comparison between the geometries of

the real and model systems was used to measure the

strain within the molecule and evaluate specific mole-

cular properties, like geometries, vibrational frequen-

cies and thermodynamic properties.

A complete molecular mechanical calculation

involves four fundamental steps:

i) the choice of potential energy functions that

correspond to different types of interactions;

ii) the force field parameterization;

iii) the calculation of molecular equilibrium

geometries through energy minimization;

iv) the calculation of other molecular properties

considering the previously determined equilibrium

geometries.

The possibility of calculating a large number of

properties is one of the most relevant features of MM.

However, its most fundamental characteristic is related

with the empirical consistency of the method, imparting

a high degree of confidence to the results [2]. In fact,

properties of a given molecule are calculated using a

set of potential energy parameters previously developed

to reproduce experimental values in simpler molecules

of the same family.

While the properties considered in a MM study

display a large variety and a diverse nature, a general

agreement between calculated and experimental values

is reached, provided a judicious choice of both potential

energy functions and model compounds is performed.
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Since MM offers an attractive means of undertaking

conformational and vibrational analysis, we have begun

to develop this technique in our laboratory with a view

to applying it to the most important families of oxygen

and sulphur containing molecules. As a starting point,

we have developed a MM force field for simple acyl

chlorides, carboxylic acids and esters which can also be

used to deal with alkanes, alcohols and ethers (PF1)
[3,4]. This force field was later applied to a-chloro subs-

tituted carbonyl compounds, mainly to assess conforma-

tional freedom involving rotation around the Cã C(=0)

bond [5-7] and, more recently, extended to deal with

both the aldehyde and ketone functional groups [8].

The general quality of the results obtained with the PF1
force field for these families of oxygen containing mole-

cules has been discussed in detail [9,10] and improves

on previously reported MM calculations despite its

simplicity.

The extension of PF1 force field to sulphur contai-

ning molecules, named PF2, has been successfully

carried out more recently and proved to be of great

value in studying this kind of molecules [10-12]. Being

the first MM force field that can be applied to thiocar-

bonyl compounds, PF2 can be used to deal with thiols,

thioethers, thioaldehydes, thiones, dithioacids and

dithioesters, thus covering a large series of different

functional groups.

In this paper, we discuss the general orientation

that has been followed during the development of the

PF1/PF2 force fields, with particular emphasis on the

selection of potential energy functions. A series of

results are also presented and analysed to illustrate the

efficiency and reliability of these force fields, as applied

to oxygen and sulphur compounds.

Potential functions

Molecular Mechanics assumes the potential energy

as a sum of terms depending on the molecular

geometry:

E =Et,+Es +ET +EDh +... (1)

E, sometimes named "steric energy" [1,2], repre-

sents the difference between the energies of the real

molecule and the hypothetical molecule where all the

structural parameters assume their "natural values". E,

and Es the bond stretching and angle bending energies,

respectively, result from stretching bonds and bending

angles from their "natural values". Et , the torsional

energy, is associated with internal rotations, and Enb is

the energy of interaction between non-bonded atoms.

Additional terms can be added to consider the occur-

rence of specific interactions like intramolecular hydro-

gen bonding or electrostatic interactions [13,15].

Experience has shown that the choice of functions

in the force field is critical. In addition, while a variety of

efficient and fast computational algorithms is widely

available, the final force field should be both reliable

and simple.

Bond stretching and angle deformation

The most extensively used potential energy func-

tion associated with bond stretching is

Vv (b) = K iv (b-b0) + 1/2 K2„(b-bD) 2 + 1/6 K3„(b-b.) 3 	(2)

where b is the instantaneous bond length, b 0 is the

corresponding "natural" value and K„,, K2„ and K3, are

related with the "resistance" of the bond to stretching.

In general, the same kind of function is chosen to

represent the potential energy change on angle defor-

mation, i.e.,

Vs(e) = Kis(6-90) + 1/2 K25(6-90) 2 + 1/6 K38(6-90) 3 	(3)

When both K ea and K3a (a= v (stretching) or 8

(bending)) are chosen to be zero, <2> and <3> reduce

to harmonic functions. This simplification is very useful

from a pratical point of view, as it considerably reduces

the number of parameters and the computational time

required. It has been followed thoroughly during the

development of the PF1/PF2 force fields.

Experience has demonstrated that the use of

harmonic functions generally leads to significantly accu-

rate results, though some studies have been presented

that include other terms. In particular, linear terms have

been considered [2,16], though their inclusion seems to
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repulsive forces

interatomic distance

atractive forces

be redundant as it amounts to a redefinition of b 0 or 00 .
On the other hand, cubic terms deal with anharmoni-
city, at least in an approximate way. However, they lead
to badly behaved functions for large displacements
from the equilibrium position (Fig. 1). While this diffi-
culty has been dealt with successfully [17,18], the practi-
cal advantages of including cubic terms are not much
relevant.

gases studies [23]. The general form of these potentials
exhibits a short distance repulsive interaction and a
long distance attraction. The resulting potential profile
can be characterised by the minimum energy distance,
r* (related with the van der Waals atomic radii), the
height of the potential well e (connected with atomic
polarizabilities), and the slope of the repulsive section
of the curve.

Figure 1 - Harmonic and anharmonic potential: —, harmonic poten-

tial; —; Morse type potential -,-., harmonic with cubic term added

Another way to account for anharmonicity is to use
Morse functions [19]. In particular, for bond stretching
[20]

V0 (b) = D exp[-2k (b-b0)] - 2D exp [-k (b-b0)],	 (4)

where D and k are related with the dissociation energy
and the stretching force constant, respectively. While
these functions present some theoretical advantages,
the additional computational effort they give rise to
discourages their use.

Angle bending terms are of fundamental impor-
tance to geminal interactions. The preference for a func-
tion like (3) results mainly from its simplicity. However,
the inclusion of additional terms related with interacti-
ons between adjacent stretching and bending coordina-
tes, have been proposed by several authors [21,22], the

Vw (b,b") = 1/2 IS,,.(b-bo)(b"-bo ")

Vvs (b,q) = 1/2 lSs (b-b0)(0-00)

main objective being a better agreement between calcu-
lated and experimental vibrational frequencies. Our
experience shows that the inclusion of such terms is
neither essential to a good force field nor worth the
effort.

Non-bonded interactions

The quantitative treatment of intramolecular non-
bonded interactions in MM relies very much on simple
van der Waals interatomic potentials obtained from rare

The attractive part of the potential is due to the
London dispersion interaction [24]. Perturbation theory
yields the following general function

Vdisp(r) =-C I r -C2r$-Ca r -t o-... (7)

where r is the interatomic distance and C t , C2 , C3 , ...
depend on atomic polarizabilities and ionization poten-
tials [25]. At short distances, repulsive interactions of
the orbital overlap and nuclear-nuclear types dominate,
and are generally represented by a negative exponential
function or by a positive inverse power function of the
interatomic distance,

V fep(r) = A exp(-Br),

Vrep(r) = Ar -°,

(8)

(9)

where A and B are adjustable parameters. The results
obtained with these functions are qualitatively similar.

The potential functions most extensively used in
MM for non-bonded interactions (1-4 and larger) are the
modified Buckingham [26] and the Lennard-Jones [27]
functions, which result from combining the first term of
(7) with expressions (8) or (9), respectively:

Vo(r) = A exp(-Br) - Cr -6

Va(r)=Ar°- Br -6

In the case of Lennard-Jones functions, it is
common practice to keep n as a constant (usually 12 or
9) [13-15], though its use as an adjustable parameter
improves the quality of the results. While a slightly modi-
fied Buckingham potential with two parameters has also
been used [28,29], experience shows that this reduction
in the number of parameters leads to poor results [ 13], as

(5)

(6)

<(10)
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in the case of Lennard-Jones functions. Thus, a potential
function with three adjustable parameters seems to be
necessary for a good description of the van der Waals
interactions. In both PF1 and PF2, modified Buckingham
potentials with three adjustable parameters are used.

The above mentioned non-bonded potentials
assume spherically symmetric electronic densities on
atoms and are insensitive to distinct atomic environ-
ments.

The first approximation does not work well for
atoms with small atomic numbers as these display consi-
derably asymmetric electronic distributions in a mole-
cule. This is especially critical for the hydrogen atom
whose single electron gets involved in a bond. In parti-
cular, when molecular geometries are correlated with X-
ray geometries in crystals, van der Waals potentials
centred off the hydrogen atom nuclei have been consi-
dered [29-32]. For isolated molecule studies, the choice
of less repulsive potentials like those used in both PF1
and PF2 strongly improves the results [9,10] without any
additional complication.

Atoms with electron lone pairs, like oxygen and
sulphur, also display asymmetric electronic densities.
Sometimes, the lone pairs have been successfully simu-
lated by specific van der Waals potential functions [33]
that picture them as pseudo-atoms. However, this appro-
ximation should be discouraged as the explicit conside-
ration of electron lone pairs strongly increases the
complexity of the potential energy function. In addition,
recent studies clearly indicate that van der Waals lone
pair potentials are not necessary, provided the force
field optimization is carefully carried out [3,9-12].

The second approximation — insensitivity of non-
bonded potentials to distinct atomic environments — is a
crude representation of reality, especially when the inte-
racting atoms have large polarizabilities like sulphur or
chlorine atoms. In particular, this approximation does not
distinguish between atoms on the same side of the mole-
cular skeleton or on opposite sides when the interaction
is significantly reduced by the shielding effect of the
skeletal atoms. While theoretically unrealistic, this appro-
ximation has been assumed so far in all MM studies, and
yields excelent agreement with experimental results.

Additional terms related with non-bonded interac-
tions have also been frequently used, in particular, for
the consideration of electrostatic interactions [13-15,34-
37] . Though the inclusion of these terms was considered
relevant by several authors, our experience shows that
they can be ignored in a majority of cases, provided van
der Waals potentials are correctly evaluated [9,10].

Torsions

Torsional terms are essential for the development
of a reliable MM force field, as they take into account
interactions not explicitely considered in van der Waals
terms, in particular, electronic exchange between adja-

cent bonds [ 13] (an alternative interpretation of their
importance considers that torsional energy is related
with van der Waals repulsion anisotropy, as this is
clearly more important for small than for large dihedral
angles [38]). In fact, while some effort has been dispen-
sed by several authors to obtain a suitable force field
without torsional terms [13-15], no success has yet been
reached.

Torsional potentials are usually expressed as func-
tions of the torsional angle (dihedral angle) cp, using a
cosine type Fourier series,

VtÚ) =	 2 I n Kit [ 1 -cos(v(p)]

V.,(9) =

where Km, are related with rotational barriers and the
expansion is truncated in consonance with the rotor
symmetry. A frequent simplification, implemented in
PF1/PF2, uses a single cosine function, i.e., the first
term of Eq. (12) for non-symmetrical rotors, and the n=3
term for C3v rotors. This simplification reduces conside-
rably the number of potential parameters and does not
originate qualitative changes in the results, thus being
very useful from a practical point of view.

Essentially, there are two different ways for consi-
deration of torsions in a mm calculation: i) one torsional
angle per bond between chain atoms (group torsional
model [39]) or, ii) one torsional angle for each combi-
nation of outer pairs of atoms around a bond (bond
torsional model [40]). The second approximation is
more appropriate for a nonsymmetrical arrangement of
groups and is adopted in PF1/PF2.

Torsions around double or partially double bonds
are associated with large energy barriers mainly due to
electronic effects originated by the reduction of it over-
lap for non-planar conformations. As these torsional
potentials present a maximum value for a dihedral
angle near 90°, PF1/PF2 force fields include a two-fold
cosine function (n=2 in expression (12)), with a nega-
tive value of K2 to account for these specific electronic
effects. While an additional n=4 term has been already
previously proposed to soften the resulting potential
[41], its inclusion is not necessary and is not implemen-
ted in our force fields.

The harmonic function,

1 K^ (^^̂ ,

where cp. is the dihedral angle corresponding to the
minimum energy conformation, was also proposed to
represent the torsional potential around double bonds
[14]. However, this potential may only be used near the
energy minima, when good estimates of equilibrium
geometries are available.

The out-of-plane wagging deformations (S2) are
considered as particular cases of torsion and in both
PF1 and PF2, this kind of interaction is represented by a
cosine function of S2 with n=1.

(12)

(13)
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y(i+1) = y(i) +  n=l,nopt (ay/akn)dkn (15)
Force field parameterization

now simultaneous equations where n opt is the total

aye/ak n = O n= 	 ..., nopt 	(14)

number of potential parameters, k 11 refers to the n th para-
meter to optimize and y is the difference vector
between experimental and calculated values.

The basic difficulty of this optimization procedure
lays on establishing a reliable method of weighting the
various molecular properties [15], as parameterization
requires a large number of distinct molecular proper-
ties. Geometries, conformational energies and ther-
modynamic properties are generally used; less
frequently, vibrational frequencies, dipole moments,
magnetic properties or rotational constants are also
considered.

The classical least squares minimization method
assumes a linear Taylor expansion:

The inclusion of mixed terms involving torsional
coordinates has also been suggested by several authors
[21,42], to reach an improved agreement between
calculated and experimental vibrational frequencies.
However, these terms are not essential for the develop-
ment of a good force field in the large majority of cases
[9-15] and have not been considered in PF1 or PF2.

The choice of the potential terms is not the single
degree of freedom from which the final quality of the
force field depends. All potential functions contain
interdependent parameters (Fig. 2) which have to be
determined as a set, as individual values are not physi-
cally meaningful. The optimization process improves on
an initial parameter set, until calculated and experimen-
tal values agree within predetermined precision.

Stretnhno

Vv = 1 Kv (b - b, ) 2z

VS = ^ KS (9- 9 0 )2 	4J
z

Torsion 

	= 	 K1ll(1 +cos( no ))
2

01, 1 -n 1-plane waaainn 

	V 1 =	 K1 (1+cos( S2))
2

Non.hnnrtetl 

A é B r _ S^
r b

Figure 2 — Potential functions selected to build PF1/PF2 molecular

mechanics force fields. Force field parameters are printed in bold-

type

The optimization process can be carried out auto-
matically or by direct inspection of the results.
Automatic optimization methods are essentially based
on a least squares algorithm that solves the system of

This is a reasonable approximation providing the
initial estimates of the parameters are good. The deriva-
tives in expression (17) are calculated in part analyti-
cally, since the computing time for a pure numerical
evaluation becomes prohibitive [15].

It is important to recall that the convergence of the
optimization process is strongly dependent on the initial
parameter estimates, thus calling for an active human
participation. Therefore, the combined use of the auto-
matic and by-direct-inspection optimization procedures
is likely to yield a better parameterized force field [10],
thus being used thouroughly in the PF1 and PF2 para-
meterizations.

Whatever the optimization method is, a force field
parameterization is always an extremely complex
process as it requires a judicious choice of model
compounds and observables and involves a large
amount of varied experimental data.

It should be pointed out that different experimen-
tal techniques yield geometries with different physical
meanings, even when the samples are in the same
phase. As the development of a force field for isolated
molecules requires experimental data from the gase-
ous phase, the most widely used experimental techni-
ques are microwave spectroscopy and electron
diffraction. Since these two techniques are based in
different physical phenomena, it is not suprising that
they yield non-equivalent structures [43,44]. In parti-
cular, as the interaction times for these experiments
are different, vibrational motions affect the final struc-
ture in different ways. Therefore, the selection of a
particular type of molecular structure for force field
parameterization should be judiciously performed. As
the high resolution power of microwave spectroscopy
leads to molecular geometries most suitable for mm
calculations they have been used systematicaly in PF1
and PF2 .

•
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(16)n = 1, ..., ncordaE/ax„ =0

Energy minimization

Once the force field is parameterized, it can be
applied to a particular molecule to get the geometries of
its conformations that correspond to minima in the
potential energy surface.

The first MM studies could not calculate accurate
equilibrium geometries. The geometries of the various
conformations to be studied had to be supplied as data,
and approximated equilibrium conformations were
determined by varying systematicaly the relevant inter-
nal coordinates, one by one. These limitations were
overcomed after the development of a mathematical
algorithm based on an iterative procedure, to perform
automatic minimization of the "steric" energy [40].

The analytical solution of the minimization
problem is too complex as it requires the solution of a
system of ncord non-linear equations

where x represents the coordinates in the configuratio-
nal space of the molecule. Therefore, the minimiza-
tion is carried out using numerical methods. Among
these, the gradient search methods are the most
widely used.

The first minimization method used in MM [40]
was based in the steepest descent algorithm [45]. This
algorithm is quite efficient during the initial minimiza-
tion steps, far from the minimum, but it leads to a rather
slow convergence near the bottom of the potential well.
Therefore, the method is now generally used in the
initial stages of the minimization process, and is follo-
wed, closer to the equilibrium positions, by methods
based in more efficient algorithms, like the Newton-
Raphson [46] or the Davidon-Powell-Fletcher [47,48]
algorithms.

All methods minimize a given input geometry to a
local minimum in the potential energy surface. For
molecules with more than a single minimum, the final
structure depends on the input geometry. Thus, the
conformational analysis of a molecule often requires
multiple optimizations, starting with input geometries in
different regions of the potential energy surface. In addi-
tion, the final geometry depends also on the termination
criterium used to stop the iterative process. The most
widely used criteria are based on the proximity, to a
small predetermined value, of an energy or a geometry
variation in subsequent steps. However, when the
potential energy well near the minimum is very broad,
both of these criteria may stop the minimization process
before an acceptable energy minimum has been
reached. To avoid this problem, the precision of the
termination criterium could be increased, though to the
expenses of computational time. A more efficient termi-
nation criterium, used in our calculations, is based on
the fact that the energy gradient should vanish for equili-
brium conformations, and the minimization procedure

is stopped when the quadratic norm of the energy gradi-
ent reaches a value sufficiently close to zero.

Sometimes, in a MM calculation, the energy mini-
mization process can lead to a false minimum or to a
saddle point. False minima result either from an inade-
quate minimization technique or from a less realistic
parameterization of the force field. Saddle points satisfy
the criteria imposed by minimization algorithms,
namely the annulement of the energy gradient.
However, both of these problems can be avoided if a
systematic study of the conformational behaviour of the
molecule near each point resulting from minimization is
carried out, and adequate algorithms and termination
criteria are used [9-14].

Molecular properties calculation

The fundamental ideas of MM are centred on two
expressions, namely, [1], which builds the potential
energy of the molecule from various contributions, and
the following Taylor expansion which allows to

E(x)= E(x0 + (aE/ax i). dx i + E (azE/ax axl)o dx,dxl ,	 (17)

extrapolate to a neighbouring point the mathematical
information on a particular point of the energy surface.

The first term represents the equilibrium "steric"
energy of the molecule. Its physical meaning depends
on the potential functions used to build the force field.
The second term corresponds to the energy gradient
and is zero for equilibrium conformations. The third
term represents the harmonic vibrational energy, the
partial derivatives being the harmonic force constants
that define the vibrational force field for a particular
equilibrium molecular conformation.

It is important to note the essential difference
between potential parameters like K2v or K2 (see equati-
ons (2) or (3)) and the vibrational force constants. In
MM, the vibrational force field for each stable molecular
conformation is defined and numerically evaluated
from equation (17). On the other hand, all conformati-
ons of a given molecule are calculated using the same
potential energy function, where several potential para-
meters are included.

Once the force field is determined, it is easy to
evaluate normal modes and their frequencies using one
of the current methods of normal coordinate analysis.
Wilson's method [49] solves the vibrational problem in
internal coordinates; Gwinn's formulation [50] performs
the calculations in cartesian coordinates. While
Wilson's method is generally preferred by vibrational
spectroscopists, mm vibrational calculations are usually
performed following Gwinn's method as this requires
only one matrix diagonalization and allows a checking
of the energy minimization to be made. In fact, if the
molecular geometry corresponds to a true minimum in
the potential energy surface, six frequencies (five for

64
	

Rev. Port. Quiet. 3 (1996)



linear molecules) are equal to zero as they refer to rota-
tional and translational motions. Once an equilibrium
geometry is determined, other molecular properties like
inertia moments and rotational constants can be calcu-
lated, and thermodynamic properties evaluated from
vibrational frequencies and statistical considerations
[51]. Infrared intensities can also be estimated provided
electrostatic terms are included in the potential energy
function.

Alcohols and ethers

(Fig.3). This increase in the energy difference between
gauche and anti conformations going from the C-C-C-O
axis to the C-C-O-C axis relates with the stronger hydro-
gen-hydrogen interactions involving the hydrogen atoms
directly bonded to the terminal carbon atoms in this
latter case. The energy difference between the two
stable conformations of the C-C-O-H axis (anti and
gauche) is very small (=0.5 kJ moll; see Fig.3).

The similarity observed in the calculated Eg _a
values for ethers and alcohols indicates that internal
rotation around the C-C central bond of this axis is not
significantly affected by the group which is bonded to
the oxygen atom.

The force field for these families of molecules was
parameterized using 19 model compounds (9 alkane
and 10 alcohol and ether molecules) [3]. The inclusion
of alkanes in the parameterization was necessary to deal
with hydrocarbon fragments more accurately, and the
results on this class of molecules can be found in refs. 3
and 10. In this case, as well as for alcohols and ethers,
the results obtained with the PF1 force field are in
excellent agreement with the available experimental
values and generally improve on existing calculated lite-
rature values.

The structure of the methanol molecule shows a
small methyl tilt (angle a of the C-O bond axis with the
axis of rotation of the methyl group) towards the lone
electron pairs of the oxygen atom [52,53].

Ethanol   

1-Propanol

(a,a) - -

Ethylmethyl ether

(9) 0.50      

(9.a) 2.38 (a,g) 0.46 (9.9) 2.68 (997 2.64

YN)'' °-25Ç)N

(a) - - -	 (9) 5.94

Methylpropyl etherH I
H

Similar tilt angles have also been experimentally
observed in other molecules, like dimethyl ether [54] or
ethylmethyl ether [55] which also have a methyl group
directly bonded to an oxygen atom. This general trend
is correctly predicted by our calculations as all the
calculated structures for the above considered molecu-
les present small methyl tilt angles towards the oxygen
lone electron pairs in good quantitative agreement with
those observed experimentally [3,10].

The results of PF1 MM calculations are also very
useful for understanding and systematizing the general
conformational preferences exhibited by both the C-C-C-
O and C-C-O-X (X= H or C) axes in alcohols and ethers.
In these molecules, the calculations indicate that both
the C-C-C-O and C-C-O-X axes adopt preferentially the
anti conformation (corresponding to a dihedral angle of
180°) [3,10]. A gauche C-C-O-C axis (dihedral angle
equals ±60°) is destabilized by kJ molt relatively to
the most stable conformation, while a gauche C-C-C-O
axis is destabilized only by kJ moll relatively to the
anti C-C-C-O axis in both alcohol and ether molecules

(g,a) 2.22	 (a,9) 5.97
	

(9.9) 7.64 	(9.9') 8.03

Figure 3 — Conformers and PF1 relative energies (kJ moll) of 1-propa-

nol, ethylmethyl ether and methypropyl ether. g. gauche; a, anti.

During the PF1 force field parameterization, we
emphasized the importance of a general agreement
between calculated and observed vibrational frequen-
cies. In fact, MM cannot compete with traditional vibrati-
onal analysis without requiring an extraordinary increase
in both the complexity of the force field and the number
of potential parameters [10,14]. Nevertheless, the results
obtained for this property with the PF1 force field show
a very good general agreement with the experimental
values (Fig.4), the largest errors appearing, as expected,
for methyl vibrations, considering the higher symmetry
of this group (see ref.10 for detailed discussion).
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o
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Figure 4 - Calculated (PF1) versus experimental vibrational frequen-

cies (cm') for alcohol and ether molecules. Data was taken from refs,

3, 10 and references therein.

operating between carbonyl oxygen lone electron pairs
and the f3-methyl groups.

The MM results obtained for 2-pentanone and 3-
pentanone molecules are particularly useful to deter-
mine relative stabilities of conformations differing by
internal rotation around Cã C(=O) and C R Ca single
bonds in saturated ketones. 2-pentanone can exist in
five distinct conformers (see Fig. 5, also for naming), the
most stable one being the planar (anti,anti) form, with
both C-C-Cspl C and C-C-C-Csp2 dihedral angles equal to
180°. A similar form — planar (anti, anti) — was also
found to be the most stable conformers of 3-pentanone
(see Fig.6). In fact, from our results for aliphatic ketones,
it is possible to conclude that the molecular conformati-
ons having a gauche C-C-Cspz C axis are destabilized by
approximately 4 kJ moll relatively to those conformati-
ons having an anti C-C-Cspz C axis (Fig.5,6). In addition,
the energy difference between a gauche and an anti C-C-

Carbonyl compounds
o

(a, a) - - -
o

(a,g) 1 .34

The quality of the PF1 results (structures and ener-
gies) for carbonyl compounds [4-6,10] is quite similar to
that of the results obtained for alkanes, alcohols and
ethers. In addition, experimental vibrational frequencies
are generally better reproduced by the calculations in
the case of carbonyl compounds, as discussed else-
where [10].

We have used 17 molecules for the carbonyl force
field parameterization, 3 of which are a-chloro substitu-
ted compounds. While the results for these compounds
are particularly interesting: they have been reviewed
elsewhere [9], and thus will not be considered in this 	 Figure 5 - Conformers and PF1 relative energies (kj moll) of 2-penta-

article.	 none. g. gauche: a, anti

In general, the calculated structures for aldehydes
and ketones [ 10] agree very well with experiment, and
improve existing calculated literature values [56]. In
consonance with quantum-mechanical ab initio molecu-
lar orbital calculations [57], the PF1 MM calculations
indicate that aldehyde fragment behaves like a relatively
rigid structural unit with respect to conformational
changes. In fact, it was shown that both the aldehyde C-
H and C=0 bond lengths and the 0=C-H bond angle do
not change appreciably with the conformation [10]. On
the other hand, the C C a- C(=O) bond angle in these
compounds, as well as in ketones, are significantly
dependent on the conformation adopted by the mole-
cule. For instance, in propanal and 2-buthanone, this
angle decreases by 1 and –2 degrees, respectively,
when the conformation changes from the most stable 	 (g,g) 7.66	 (g,g') 18.6

syn forms (with a C-C-C=O dihedral angle of 0°) to the
skew forms (with C-C-C=O dihedral angles in the ±120°	 Figure 6 - Conformers and PF1 relative energies (kJ moll) of 3-penta-

region). The larger C-C-C angle observed for syn forms	 none. g. gauche; a, anti

can be ascribed, at least partially, to steric repulsions

(a,a) - - -	 (a,g) 3.81

0
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C-Csp2 axis is =1 kJ moll, the anti form being the most

stable one (see Fig.5). We should point out that the Eg.a

in saturated ketones is significantly smaller than the g-a

energy difference observed in the case of butane (=4 kJ

moll [58]). This is certainly due to the fact that the H...H

repulsive interactions that occur in the gauche forms of

ketones are reduced by substitution of one of the methyl

terminal groups of butane by the carbonyl linkage.

The internal rotation around the central C ,2-0

bond in carboxylic acids and esters originates two diffe-

rent planar conformations the s-cis form, with a 0=C-O-R

dihedral angle equals to 0°, being more stable than the

s-trans form (0=C-O-R dihedral angle equals to 180°).

s-cis	 s-trans

Considering only intramolecular electronic effects,

the energy maximum of the s-cis-->s-trans interconver-

sion reaction should occur for a 0=C-0-R dihedral angle

near 90°, when mesomeric delocalization reaches a

minimum. While electronic effects are usually very diffi-

cult to account for by MM calculations, PF1 force field

proved to be very reliable to describe such kind of

effects in carboxylic molecules [6,10,51]. Two illustra-

tive examples of capital importance in conformational

analysis of these compounds can be pointed out:

i) It is known that the mesomeric delocalization

0=CR-0R" H 0-CR=OR" is less important in the s-trans

forms of carboxylic acids and esters than in their most

stable s-cis forms [9-11,59]. This different stability

reflects itself in the values of structural parameters, like

C-0 bond lengths. In particular, PF1 calculations predict

that the central C-O bond length increases by a few pico-

meters and the C=0 bond length reduces slightly when

going from s-cis to s-trans conformers [3-6,10], in agree-

ment with experiment,.

ii) The PF1 calculated energy differences between

s-trans and s-cis conformers in acetic acid and its methyl

ester increase by approximately 8 kJ moll in the latter

molecule [4]. In addition, in methyl acetate, this barrier

is predicted to be greater than in acetic acid by =20 kJ

moll [4]. Also, the maximum of the barrier does not

seem to occur at 90° in methyl acetate, as it should be

predicted if only mesomeric effects were operating in

the O=C-0 group, but at ca. 100°. These increments in

the energy differences and in the angle of maximum

potential energy may be ascribed both to steric repul-

sion between the acetyl and methoxyl groups and to the

larger indutive or hyperconjugative effect of the methyl

ester group. It is remarkable that PF1 can account for

such kind of conformational features, even when both

steric and electronic effects are operating simultane-

ously.

From the MM results it can be concluded that the

(s-trans)-(s-cis) energy differences in simple saturated

aliphatic carboxylic acids and esters are =25 and =35 Id

moll, respectively (exceptions to this general rule are

HCOOH and HCOOCH. ;). In addition, the energy barri-

ers for s-cis— s-trans isomerization are =45 kJ moll in

carboxylic acids and =65 Id moll in esters.

The relative stabilities of conformations differing

by internal rotation around Cã C and C o-Ca bonds in

carboxylic acids and esters were also examined and

proved to be qualitatively similar to those observed for

aldehydes and ketones. Thus, in these molecules, the C-

C-C=O and the C-Cf3 -C -C  axes adopt preferentially syn

and anti forms, respectively. The less stable skew C-C-

C=O conformations are higher in energy by °6 kJ moll

than the syn forms; the gauche C-Cp Ca C conformers

are =4 kJ moll less stable than the anti form. It is inte-

resting to note that, in both cases, the energy differen-

ces between the less stable (skew or gauche) forms and

the most stable form are higher than those found in

ketones.

The results obtained for acyl chloride molecules

show that a syn C-C-C=0 axis in these compounds

corresponds also to the most stable form, skew forms

yet being =6 kJ moll higher in energy than the syn

conformer [10].

Conformational preferences of the ester group can

be summarized as follows:

i) In methyl esters, the lowest energy conformation

is the anti form, with a H-C-O-C dihedral angle of 180°. In

the syn conformation (energy maximum) there is a

strong steric interaction between the carbonyl atom and

the methoxy hydrogen atom (in the plane) that reflects

on the large calculated O-C-Hin-plane angles found for this

conformation [4].

p	 Fr H

C	 ,, N /
c^HO

ii) The internal O-C barrier of rotation of the methyl

ester group is =5 kJ mole for all compounds studied in

the 0=C-0-C s-cis conformation. This energy barrier

strongly increases for s-trans 0=C-0-C forms due to the

proximity of the methyl ester and the acyl groups.

iii) The C-0-C-C internal rotation in ethyl ester

molecules originates two different stable conformers,

the anti form (dihedral angle of 180°) being most stable

than the gauche form (C-O-C-C dihedral angle =80°) by

=1 kJ moll.

PF1 vibrational results on carbonyl compounds

are summarized graphically in Fig.7. As it was pointed

O

C — O\
^

Ri 	R2
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(g,g) 1.73 (g,g') 2.45

(a,a) 1.34

(9,a) 3.27

y = - 22.651 + 1.005x R = 1.00

1000
	

2000	 3000

out before, the MM vibrational results for these molecu-
les are in better agreement with the experimental values
than in the case of alkanes, alcohols and ethers. This is
because the reduced symmetry of the carbonyl moiety
makes each calculated frequency essencially depen-
dent on the value of a single potential parameter. In
more symmetrical groups, one single parameter may be
important to determine the calculated values for several
vibrations.

Figure 7 makes clear that the worse agreement
obtained between calculated and experimental frequen-
cies occurs for C-C stretching modes. This can be easily
understood considering the high degree of vibrational
coupling usually found for these vibrations, as well as
their sensitivity to structural changes.

3000

2000

1000

Exp.

Figure 7 - Calculated (PF1) versus experimental vibrational frequen-

cies (cm 1 ) for carbonyl molecules. Data was taken from refs. 3, 10 and

references therein.

Thiols and thioethers

The force field for thiols and thioethers (PF2) was
developed using 9 representative molecules (5 thiols
and 4 thioethers) [ 11 ] . PF1 force field parameters were
used to deal with hydrocarbon molecular fragments.

The calculated values and the available experi-
mental data for these classes of compounds are in good
general agreement. In opposition to what was observed
in the case of alcohols and ethers, the MM calculations
show that a methyl group directly bonded to the sulphur
(thiol or thioether) atom does not show any important
tilt towards the sulphur lone electron pairs. The absence
of such structural feature in these molecules can be
partially ascribed to the longer C-S bond length.

The results obtained for 1-propanethiol are particu-
larly relevant to the understanding of conformational
preferences of both the C-C-C-S and C-C-S-H axes in
thiols. We have calculated the structures and relative
energies of the five expected conformers, ag, aa, gg, gg
and ga of this molecule (Fig.8). In this notation, the first
letter refers to the conformations around the C-C bond,

and the second to the conformations around the C-S
bond. The C-C anti forms have been determined to be
more stable by X1.7 kJ moll than the forms which have
a C-C gauche conformation. The calculated bond
lengths and angles in the various conformers are similar.
However, the C-S and C-C central bonds as well as the C-
C-S angle are slightly increased in the gauche C-C forms
[ 11], thus indicating some intramolecular strain in these
conformers.

Figure 8 - Conformers and PF2 relative energies (kJ mo1 -1 ) of 1-propa-

nethiol. g. gauche; a, anti.

In all studied molecules the sulphydryl group
adopts preferentially a gauche position (see Fig.8); the
anti form is higher in energy than the gauche form by
=1.3 kJ moll. It should be pointed out that this confor-
mational trend contrasts with that observed in the case
of the oxygen analogue molecules which have anti C-C-
O-H axes more stable than gauche C-C-O-H axes, as it
was already mentioned in this article. This distinct
conformational behaviour seems to suggest that longer
C-S bond lengths — leading to longer non-bonded H...H
distances and to reduced steric hindrance in gauche
conformations — might be the origin of this conformati-
onal preference around the C-C-S-H axis.

The gauche arrangement preference in the immedi-
ate neighbourhood of a sulphur atom seems to be a
general trend, as the MM calculations also predict that
the most stable C-C-S-C axis conformation in thioether
compounds is also gauche [11]. The results of the calcu-
lations on ethylmethyl, methylpropyl and diethyl
sulphide molecules are particularly interesting on this
instance. The relative stability of the gauche and anti
conformers of ethylmethyl sulphide have been the
subject of a variety of experimental and theorethical
studies. Experimental work on this molecule has inclu-
ded vibrational spectroscopy [60-65], electron diffraction
[66] and microwave spectroscopy [67,68]. It was belie-
ved at one time that the anti form was more stable than
the gauche form, and an older MM force field [69]
predicted the anti form to be 1.21 kJ moll lower in
energy than the gauche conformer. However, an ab initio
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SCF MO calculation with a 3-21G+á (C,S) basis set and a
second order Moller-Plesset pertubation correction to
include electron correlation led recently to the conclu-
sion that the gauche form is the most stable [70]. This
conformational preference is well reproduced by our
MM force field, with the gauche conformer calculated to
be 0.7 kJ mol -I more stable than the anti form (Fig.9). In
addition, PF2 indicates that the most stable conformers
of diethyl sulphide and methylpropyl sulphide molecu-
les are the gg and ag forms, respectively (in the case of
methylpropyl sulphide, the notation assigns the first letter
to the conformation of the C-C-C-S axis and the second to
the conformation of the C-C-S-C axis).

gauche

AE a .g = 0.69

1	 i	 1	 1	 1

30 ° 	60°	 9 0 °	 120^	 150°

C- 5 -C-C

Figure 9 - PF2 potential energy profile for internal rotation about the C-

S bond in ethylmethyl sulphide, showing the greater stability of the

gauche conformer as compared with the anti form.

around a C-C-X-C axis depends on the length of the
central C-X bond. We should recall that the data presen-
ted in Fig.10 also include recent results on relative ener-
gies of gauche and anti forms of the C-C-N-C axis in ethyl-
methyl amine [71], and that the linear dependence
observed for the above considered molecules is also
obeyed by this molecule.

PF2 vibrational results on thiols and thioethers are
summarized in Fig.11. This Figure presents only the
results for skeletal vibrations and for those modes invol-
ving the functional groups. The calculated values for
other modes show the same general trends found for
alkane, alcohol and ether molecules. Generally spea-
king, the agreement between calculated and experimen-
tal values is satisfactory, while the calculated C-C stret-
ching frequencies are too small, a trend which had alre-
ady been noticed for alkanes [3].

y. 11.136+ 0.984x R =0.99

- a-

4-

1$o°

1000 2000	 3000

Exp.

It is interesting to note that the relative stability of
an anti and gauche C-C-X-C axis (X= C, O, S) favours
more the anti form for X=O than for X=C, and is reversed
for X=S, the gauche form being the most stable in this
case. A plot of Eg-0 vs. C-X bond length gives a straight
line (Fig.10) thus showing that the g-a relative stability

Figure 10 - AEg°x` (X = O, CH„ NH, S) versus the lenght (b c_,) of the C-X

central bond. The straight line obeys to the equation AE g"= 29.61.b„  x -

0.17, the correlation coefficient being 1.00.

Figure 11 - Calculated (PF2) versus experimental vibrational frequen-

cies (cm - ) for thiol and thioether molecules. Data was taken from refs.

10, 11 and references therein.

Thiocarbonyl compounds

The most recent extension of PF2 to thiocarbonyl
compounds was intended to deal with thioaldehyde,
thione, dithioacid and dithioester groups. Ten model
compounds were used to determine specific thiocar-
bonyl potential parameters. The resulting force field is
the first MM force field parameterized for these families
of molecules. In fact, the necessary information for such
force field development only recently became availa-
ble, as a result of our investigations on the structures
and properties of thiocarbonyl compounds by means of
a series of sistematic ab initio quantum mechanical SCF-
MO calculations [10,59,72-74].

The MM results obtained for the molecules used in
the parameterization agree very well with the reference
ab initio values [10-12]. In addition, changes in molecular
geometries associated with internal rotations are also
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correctly predicted. For instance, the PF2 calculated C-
C=S and C-Cspz H angles for ethanethial in the anti confor-
mation (H-C-C=S dihedral angle equals to 180°) are 125.3°
and 116.2°, respectively; the ab initio values for these
angles are 125.0° and 116.2°. In addition, in the lowest
energy conformation (syn), these angles (ab initio ; PF2)
are (125.6° ; 126.7°) and (115.5° ; 115.4°), respectively,
while the H-C=S angles were predicted to be very similar
in both conformations, by mm as well as by ab initio
methods. Molecular mechanical calculations predict also
correctly the relative values of C-H bond lengths and C spZ

C-H angles involving the hydrogen atoms located in and
out of the molecular plane. Molecular orbital calculations
[74] have shown that the a-carbon 2s orbital has a larger
contribution to the C-H in-plane bond than to the out-of-
plane bonds. The larger s character of the in-plane bond
leads to a relatively small bond length for this bond and
to a larger Csp2 C-H angle.

The conformational study of 2-pentanethione and
3-pentanethione is particularly relevant to the understan-
ding of conformational preferences exibited by C-C-Cspz

C and C-C-C-Csp2 axes in the vicinity of a thiocarbonyl
group. In consonance with the relative stability of the

2 -Pentanethione

(9.9) 2.82

3 -Pentanethione

various conformers of these molecules (Fig.12), a
gauche C-C-C9p2- C axis (±60°) is more stable than an anti
C-C-Cspz C axis (180°) by approximately 1kJ moll. This
contrasts with the trends exibited by carbonyl
compounds where the anti conformation is the most
stable one. On the other hand, the C-C-C-C sp2 axis adopts
preferentially the anti conformation, either in thiocar-
bonyl or in carbonyl compounds. However, the C-C-C-
Csp2 gauche-anti energy difference is appreciably larger
in thiocarbonyl than in carbonyl molecules (Egauche.anti

and 1 kJ molt, respectively). This destabilization of
gauche forms upon O—>S substitution results mainly
from strong interactions between the sulphur atom and
the gauche 3-methyl substituents due to the larger van
der Waals radius of the sulphur atom.

Geometry changes accompanying the s-cis—s-trans
conversion in dithioacids and dithioesters (see refs. 72
and 73 for a detailed discussion) are correctly predicted
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Figure 12 – Conformem and PF2 relative energies (kJ moll) of 2-penta-

nethione and 3-pntanethione. g, gauche; a, anti.

Figure 13 – Geometry changes accompanying the s-cis-s-trans conver-

sion in RC(=S)SR (R = H or CI-1 3) molecules, –, PF2 –,ab initio 3-21G.
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by the MM calculations. Figure 13 shows an excellent
agreement between MM and ab initio results for S=C-S, X-
C=S and X-C-S angles (X=H or C) of dithioformic and
dithioacetic acids and their methyl esters, along the s-

cis-s-trans isomerization.
The results obtained for the set of molecules having

one a-methyl group (CH 3CH2C(=S)X, X= H, CH 3 , SH or
SCH3) enable us to correlate conformational preferences
of this group with the X substituent. In all the molecules
studied gauche forms are more stable than syn forms, the
C-C-C=S dihedral angles of the gauche forms increasing
along the series X= H ] SCH 3 (s-cis) =SH (s-cis) ] SH (s-

trans) =SCH,1 (s-trans). Considering that larger C-C-C=S
angles correlate with smaller CH 3(a) ...X distances and
stronger CH 3(a) ...X repulsive interactions, the calculated
values of these angles in the above series of molecules
show that CH 3(a)...X interactions are more important
when the X substituent is bulky and positively charged.
These interactions destabilize gauche forms with respect
to the syn conformer, reflecting on the largest gauche-syn
energy differences for molecules where X is a methyl
group, or for molecules that exhibit a s-trans conforma-
tion around the C—S central bond.

The results obtained for molecules having two a-
methyl groups (C(CH 3),HC(=S)X, X= H, CH 3 , SH and
SCH3 ) reveal that a similar correlation between confor-
mational preferences and the nature of the X group can
also be established for these molecules. In this case,
bulkier and more positive X groups correlate with less
stable syn forms, because in this conformation both a-
methyl groups are placed near the X group. Thus, the
syn form is the most stable form when X = H, SH(s-cis)
and SCH 3(s-cis), while the gauche form becomes the
most stable one either for the s-trans forms of the
dithioacid and dithioester molecules or for X = CH. ; .

As it was shown for single methyl substituted mole-
cules, the calculated relative values for the H-C-C=S
dihedral angle of the gauche forms can also be used to
analyse the relative strength of the CH 3(a) ...X interacti-
ons along the series of molecules now considered,
though, in this case, larger H-C-C=S dihedral angles
correspond to larger CH 3(n) ...X distances.

The results obtained for ethyl dithioesters allow to
understand the conformational preferences of the ethyl
fragment in these molecules. In both ethyl dithioformate
and ethyl dithioacetate the internal rotation around the
C-S bond gives rise to two distinct stable conformations:
the anti (C-C-S-C dihedral angle equals 180°) and the
gauche forms (C-C-S-C dihedral angle near 60°). The
lowest energy forms, for both s-cis and s-trans S=C-S-C
axes, correspond to the gauche form, in contrast to the
dioxygen compounds. These conformational preferen-
ces can be explained considering:

i) the larger C-S bond lengths that result in weaker
CH 3 (gauche)...S= steric interactions in dithioesters
compared to CH 3 (gauche)...O= interactions in oxygen
esters;

ii) the reduced mesomeric aptitude of the sulphur

atom, leading to a less effective electronic stabilization
of the anti conformer in dithioesters than in esters;

iii) the stronger through-space repulsive interacti-
ons between thiolic lone electron pairs and the terminal
methyl group (more important in the anti conformer
than in the gauche form), as compared with CH3...Oione

pairs interactions in oxygen esters.
In consonance with the above reasoning, the Csp2

S-CH2CH.; axis should also preferencially adopt the
gauche conformation in ethyl thiolesters, while the
lowest energy conformation of the C sp2 O-CH 2-CH 3 axis
in ethyl thionoesters should be anti.

PF2 vibrational results on thiocarbonyl
compounds are resumed in Fig.14, where they are
compared with experimental data. It can be concluded,
from this figure that the general agreement between
calculated and experimental values is qualitatively simi-
lar to that obtained for carbonyl compounds.

y= - 22.843 +1.o14x R =1.00

LL
a

2000 -
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Figure 14 — Calculated (PF2) versus experimental vibrational frequen-

cies (cm -1 ) for thiocarbonyl molecules. Data was taken from refs. 10, 12

and references therein.
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